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1. Introduction 
Thermodynamics, kinetics and transport are the mainstays of the science of crystal growth be-
longing to the basic knowledge of each specialist or student dealing with practice of bulk crys-
tallization or epitaxy [1] (see Fig. 1.1).  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1: The three mainstays of fundamentals of crystal growth 

 
The classic thermodynamics [1,2] is concerned with macroscopic equilibrium state between 

starting (fluid) phase, crystalline phase and separating interface of quasi-closed systems. It helps 
to find out the most effective phase transition, i.e. growth method and the value of the driving 
force of crystallization. Using thermodynamic principles one can estimate the nucleation and 
existence conditions of a given crystalline phase and measures of in-situ control of the crystal 
composition during growth. Considering the quasi-open state of each crystallization system, i.e. 
continuous flows of heat and matter, one uses the linear non-equilibrium thermodynamics [1]. 

The elementary processes of attachment of individual building units (atoms, molecules) to 
and from the crystal surface (interface, crystallization front) is the target of kinetics [3]. The 
central question to be solved using kinetic approach is the entering mechanism of the fluid 
atoms at the crystal interface, i.e. growth mode, and growth velocity from atomistic point of 
view. This requires, at first, the determination of the atomistic morphology of the growing faces. 
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Before the atoms (molecules) pass over from a position in the fluid medium to their place in 
the crystal face they must be transported in the fluid towards the interface by diffusion or con-
vection. Further, the heat, translated by the species on their way to the crystal by conductive 
and convective transport, needs dissipate in the solid phase by thermal conductivity and radia-
tion in order to maintain a stable propagating interface. Additionally, the heat of fusion, realiz-
ing at the propagating interface, must be transported away through the growing crystal. These 
transport processes can be either fast or slow compared to the attachment kinetics. Then the 
rate with which a crystal grows is limited by interfacial kinetics or by the macroscopic transport, 
respectively.  

Fig. 1.2 demonstrates the diversity of acting processes at crystallization front propagating 
with normal growth velocity v. Thermodynamically, v depends on the driving force of crystal-
lization 'µ which is the potential difference between the phases, at melt growth proportional to 
the difference between the equilibrium temperature Teq and undercooled value T at the interface. 
The microscopic processes are described by kinetics. It shows the various interface nature from 
atomistic view and its growth mode as function of it atomically smoothness and roughness as 
well as of the presence of defects and foreign atoms. Finally, each crystallization requires tem-
perature, concentration or pressure gradients. This is due to the necessarily control of the 
transport of heat and mass towards and away from the interface. At the same time, undesired 
foreign atoms (impurities) should be repulsed at the growing interface as effectively as possible. 

As can be seen crystal growth processes prove to be very varied and versatile that requires 
a comprehensive study. Here, however, we will show the compressed basic principles of ther-
modynamics, kinetics and transport phenomena only. Possible reviews on transport processes 
and thermodynamics for crystal growth are given by the author in [4] and [8], respectively. 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1.2:  Interface processes determining crystal growth  

 

2 Thermodynamic principles 
2.1 Gibbs potential and phenomena of order and disorder 
The basic trend of thermodynamic processes in a given system is the minimization of the inter-
nal energy. Hence, the single crystalline state is a normal one because the thermodynamic po-
tential G (potential of Gibbs) is minimal if the atoms (molecules) are arranged perfectly side by 

Interface processes 
during crystal growth
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Fig. 2.13: The driving force of crystallization as a pre-
requisite for a propagating crystallization front. At the 
growth from melt the undercooling 'T determines 
the degree of potential difference 'µ. 

 
The driving force for crystallization can be related to the practical system parameters for 

supercooled melts, supersaturated solutions, and supersaturated vapors as following [3,27]: 

1) Supercooled melt:     Δ𝜇 =  Δ𝐻(Δ𝑇 𝑇⁄ )                  (2.17) 

with 'H the heat of fusion (latent heat of crystallization), 'T  = (Tm - T) the supercooling and 
Tm the melting temperature. At melt growth the ratio 'H/Tm usually falls within the range of 
10 to 100 J K–1 mol–1, and values of 'T are typically 0.1 K (note the {111} face of dislocation-
free Si needs an undercooling of about 5 K). Hence, 'µ becomes around 100 J mol-1 or less.      

 2)  Supersaturated solution:     Δ𝜇 = 𝑘𝑇 𝑙𝑛(1 +  Δ𝐶 𝐶⁄ )             (2.18) 

with k the Boltzmann constant, T the actual temperature and 'C the amount by which the solute 
concentration exceeds the equilibrium concentration Ce. Typical values for the relative super-
saturation (C-Ce)/Ce = 'C/Ce are less than 0.1. Driving forces of about 500 J mol-1 are typically. 

        3)  Supersaturated vapor:      Δ𝜇 = 𝑘𝑇 𝑙𝑛(1 +  Δ𝑃 𝑃⁄ )             (2.19) 

where 'P is the amount by which the actual partial pressure of the material exceeds the equi-
librium value Pe. Typically (P-Pe)/Pe = �'P/Pe < 0.1 and 'µ is about 1000 J mol-1.  

 Table 2.2 compares the approximated relative supersaturation S = 'P/Pe = 'C/Ce and driv-
ing force 'µ for different epitaxy techniques, e.g. LPE, VPE, MOCVD and MBE. Due to the 
much higher variability of the vapor pressure selection at growth from the gas phase compared 
to crystallization from melt-solution the 'µ-size range is markedly more spread at MBE and 
MOCVD than at LPE. Whereas MBE and MOCVD are characterized by the largest driving 
forces the LPE method proceeds closest to the thermodynamic equilibrium requiring lowest 
driving force. This is of quite certain consequence for the crystal growth kinetics.  
  
 
Table 2.2: Comparison of super-
saturation and driving force at dif-
ferent methods of epitaxy  

 
2.8.2 Nucleation modes 
The process of crystallization starts by nucleation (Fig. 2.14). In the homogeneous case the 
nuclei are formed within a starting (e.g. fluid) phase of the same component and without any 

μ(T, P) = ( ∂G
∂N )

T,N

Δμ = kBT ln(1 + ΔP/Pe)
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• Close to equilibrium (free energy, chemical 
potential) 

• Computes the size (radius) of the critical cluster, 
nucleation barrier

Classical nucleation theory



Classical nucleation theory

 

 

ΔG = 2πγ bR − πΔμ bR2

Rc =
γ

Δμ

ΔGc = πb
γ2

Δμ
= πb

γ
Rc

bR

Rc      “critical nucleus size”

Step free energy
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After the structure and the incorporation processes are clarified the kinetic-driven velocity 
of propagation of a given crystal plane can be determined. Generally speaking, the rate R (or 
velocity v) of crystallization can be expressed as the product of the four terms characteristic 
distance, frequency, atomical interface structure, and thermodynamic driving force as 

      R { v = a Q+ f  (1 - exp 'µ/kT)        (3.1) 

with a - atomic or molecular diameter of the “growth units”, Q+ - attachment frequency of an 
atom/molecule to a favourable incorporation site (kink), f  the roughness factor of the growing 
interface (fraction of interface sites which are favourable incorporation sites), and 'µ/kT - rel-
ative driving force of crystallization (chemical potential difference between the fluid an solid 
phases, introduced in ch. 2.8.1 for melt, solution and vapor growth, respectively). 

 
3.2 Atomistic models of crystal faces 

3.2.1.   Overview on the concepts used 
Fig. 3.2 gives an overview on classical lattice models which have been mostly used to describe 
the interface kinetics [44]. Newer numeric simulations, such as ab-initio, molecular dynamic 
(MD), Monte Carlo (MC) or phase field (PF) methods are added [45]. At the present, consid-
erable progress has been done by using of numeric modeling due to the availability of powerful 
computers and softwares. Many impressive results are given in the current literature. 

 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3.2 :  Lattice models and numeric simulations for description of the interface kinetics 
  
 Note, in detail the lattice models are more versatile than simplified sketched in Fig. 3.2. 
Diverse theoretical approaches more and more specifying the given growth situation are shown 
in the literature (see e.g. ref. [46]). One of the most important question is how to describe the 
energetical interaction between the growth units and atoms/molecules within the growing crys-
tal surface as precisely as possible. Further, are there adsorbates (e.g. surfactants) and structural 
reconstruction as shown in Fig. 3.10 ? Which activation energy must be overcame at transition 
from fluid to solid phase ? Are there associated states within the mother phase and how they 
dissociate in the ad-layer ? Should be the interfaces treated as a diffuse instead of abrupt one ?  
 In our compressed approach, especially designated for beginners and further study, the 
basic situations of kinetics of crystal growth can be summarized only.     

Numerical models 
and crystal growth
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An example of numerical methods
Kinetic Monte Carlo (kMC)

Diffusion is a random walk!



RW 1D:  Diffusion - continuum limit

7.2.2. Continuum limit: the di�usion equation

[G+T 12.5; G+T 7A]

This basic random walk can be rewritten as a continuum di�usion equation by taking the limit in
which the lattice spacing l and the time step � go to zero.

Let us begin by writing the random walk behaviour in terms of a so called master equation. Let
P (i, N) denote the probability that a walker is at site i after N steps. Since walkers have an equal
probability to walk left and right, it is clear that

P (i, N) = 1
2P (i + 1, N � 1) + 1

2P (i� 1, N � 1)

To get a continuum limit with familiar names for the variables, we can identify

t = N� and x = il

Now we can rewrite the previous equation as

P (x/l, t/�) = 1
2P (x/l + 1, t/� � 1) + 1

2P (x/l� 1, t/� � 1)

7.12 Monte Carlo simulations, Kai Nordlund 2002, 2004

but since the probability is independent of the length or time scales, we have

aP (x, t) = P (ax, t) or bP (x, t) = P (x, bt)

for any constants a, b. So we can multiply the equation with l and � to obtain

P (x, t) = 1
2P (x + l, t� �) + 1

2P (x� l, t� �)

We rewrite this by subtracting P (x, t� �) and dividing by �

P (x, t)� P (x, t� �)

�
=

P (x + l, t� �) + P (x� l, t� �)� 2P (x, t� �)

2�
(3)

The left hand side already clearly resembles the definition of a derivative, if we take the limit
� �⌅ 0. To see what happens on the right hand side, we expand the P functions as Taylor series
about x and t with l and � as the deviation. We only write out the terms needed:

P (x, t� �) ⇤ P (x, t)�
⇤P (x, t)

⇤t
�

P (x± l, t� �) ⇤ P (x, t)±
⇤P (x, t)

⇤l
l + 1

2

⇤2P (x, t)

⇤x2
l2 �

⇤P (x, t)

⇤t
�

7.13 Monte Carlo simulations, Kai Nordlund 2002, 2004
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probability to walk left and right, it is clear that

P (i, N) = 1
2P (i + 1, N � 1) + 1

2P (i� 1, N � 1)

To get a continuum limit with familiar names for the variables, we can identify

t = N� and x = il

Now we can rewrite the previous equation as

P (x/l, t/�) = 1
2P (x/l + 1, t/� � 1) + 1

2P (x/l� 1, t/� � 1)
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x = iℓDefining: , we have:

but since the probability is independent of the length or time scales, we have

aP (x, t) = P (ax, t) or bP (x, t) = P (x, bt)

for any constants a, b. So we can multiply the equation with l and � to obtain

P (x, t) = 1
2P (x + l, t� �) + 1

2P (x� l, t� �)

We rewrite this by subtracting P (x, t� �) and dividing by �

P (x, t)� P (x, t� �)

�
=

P (x + l, t� �) + P (x� l, t� �)� 2P (x, t� �)

2�
(3)

The left hand side already clearly resembles the definition of a derivative, if we take the limit
� �⌅ 0. To see what happens on the right hand side, we expand the P functions as Taylor series
about x and t with l and � as the deviation. We only write out the terms needed:

P (x, t� �) ⇤ P (x, t)�
⇤P (x, t)

⇤t
�

P (x± l, t� �) ⇤ P (x, t)±
⇤P (x, t)

⇤l
l + 1

2

⇤2P (x, t)

⇤x2
l2 �

⇤P (x, t)

⇤t
�
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and we can rewrite eq. 3 as

P (x, t)� P (x, t� �)

�
⇥

1

2�
[P (x + l, t� �) + P (x� l, t� �)� 2P (x, t� �)]

P (x, t)� P (x, t) + ⌅P (x,t)
⌅t �

�
⇥
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2�

"
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⌅l
l + 1

2

⌅2P (x, t)

⌅x2
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⌅P (x, t)

⌅t
�

+P (x, t)�
⌅P (x, t)

⌅l
l + 1

2

⌅2P (x, t)

⌅x2
l2 �

⌅P (x, t)

⌅t
�

�2P (x, t) + 2
⌅P (x, t)

⌅t
�

–

and after we do all the obvious cancellations we get

⌅P (x, t)

⌅t
⇥

l2

2�

⌅2P (x, t)

⌅x2

In the limit � ⇤ 0, l ⇤ 0 but where the ratio l2/� is finite, this becomes an exact relation. If we
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Diffusion is a random walk!
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ABSTRACT: A technique is reported for measuring and mapping the maximum internal
temperature of a structural epoxy resin with high spatial resolution via the optically detected
shape transformation of embedded gold nanorods (AuNRs). Spatially resolved absorption spectra
of the nanocomposites are used to determine the frequencies of surface plasmon resonances.
From these frequencies the AuNR aspect ratio is calculated using a new analytical approximation
for the Mie-Gans scattering theory, which takes into account coincident changes in the local
dielectric. Despite changes in the chemical environment, the calculated aspect ratio of the
embedded nanorods is found to decrease over time to a steady-state value that depends linearly
on the temperature over the range of 100−200 °C. Thus, the optical absorption can be used to
determine the maximum temperature experienced at a particular location when exposure times exceed the temperature-
dependent relaxation time. The usefulness of this approach is demonstrated by mapping the temperature of an internally heated
structural epoxy resin with 10 μm lateral spatial resolution.
KEYWORDS: gold nanorods, polymer nanocomposites, temperature sensing, thermal reshaping, structural composites

■ INTRODUCTION
Gold nanorods (AuNRs) are known to change their shape from
cylindrical to ovoid or spheroid under the influence of both
environmental heat and direct laser irradiation.1−8 This thermal
shape transformation leads to a correlation between the
temperature of a gold nanorod and its optical properties,
which are dominated by shape-dependent plasmon resonances.
The shape change is primarily driven by the competition
between surface energy minimization across both sides of the
interface and recrystallization within a surface melt layer (or
virtual melt).6,8−11 The exact mechanism of the shape
transformation of AuNRs is not fully understood, and no
analytical expression exists to describe the characteristic
relaxation time.
AuNRs are reshaped to an extent which depends on a

number of factors, including the absolute size of the
particle,12−15 crystal structure and defects,2,11,16,17 and the
nature of the interface with the surrounding medium.3,15,18−20

Because thermal reshaping is strongly dependent on the
nanorod’s environment, the rate and amplitude of the shape
change at a particular temperature can vary dramatically. For
example, AuNRs that have been stabilized by enclosures of
metals or oxides can have surface melting onsets that differ by
hundreds of degrees from uncoated rods.21−23 Moreover, when
the surrounding matrix properties change upon heating, the
correlation between temperature and spectra becomes more
complicated. Recently Liu et al. observed that, when held at

elevated temperatures for extended times, AuNRs in poly-
(methyl methacrylate) (PMMA) evolve asymptotically toward
a final shape that is between the as-grown cylinder and the
thermodynamically favorable spheroid.4 Similar observations
have been made by Ng and Cheng5 as well as Petrova et al.7

Even after many days of heating, the rods in PMMA
nanocomposites did not transform completely to spheres. Liu
et al. demonstrated the usefulness of the temperature-
dependence of the final nanorod shape by using a thermal
gradient to produce a color gradient in a composite film,4 but
they did not attempt to quantify the temperature gradient in
the film via the nanorod spectra. In this work, we have
developed a technique that enables the microscale, ex situ
measurement of temperature within a polymer nanocomposite
by exploiting this thermally induced shape change. We calibrate
the temperature response of the rods by measuring their shape
after long isothermal holds while accounting for changes in the
local dielectric constant. We then use this calibration to
determine the maximum temperature experienced within a
nanocomposite with a lateral spatial resolution of 10 μm. We
demonstrate the usefulness of this technique by applying it to
measure the thermal gradients inside a structural epoxy resin
containing a single 6 μm carbon fiber that is electrically heated.
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aspect ratio determined from the fits actually corresponds to an
equilibrium morphology of the nanorods. Previous observations
of nanorod spectra during longer heating periods suggest that
the rate of shape change reaches a limit,4−7 and the linear
region at long times provides an upper bound on the
uncertainty associated with longer heating times. For example,
after 600 s at 180 °C the rate of change (da/dt) is only 1 ×
10−10 s−1. If the evolution asymptotically approaches this linear
rate of change, rather than a constant aspect ratio, then it would
take an additional 2.4 years of heating at 180 °C to see a 1°
difference in the calculated temperature. Because the
asymptotic aspect ratio in AuNR-Epoxy is a function of
temperature only, the temperature calibration consists of the
relationship a∞(T), which is approximately linear (R2 = 0.95)
between 100° and 200 °C. In Figure 3, we plot the calibration
data along with the linear fit. It is worth noting that this linear
fit extrapolates to an asymptotic aspect ratio of 3.73 at a
temperature of 40 °C (the resin processing temperature),
which is within 3% of the fit value a0 = 3.85. This fit value for a0
is consistent within ±0.05 across all of the calibration samples,

which provides further evidence of the robustness and fidelity
of our data analysis technique. The error bars of ±0.05 in the
calculated aspect ratios shown in Figure 3d are estimated from
the uncertainty in the peak assignments from the spectral fits.
This is similar to the RMS error of ±0.053 in the linear fit of a∞
and corresponds to an uncertainty in the calculated temper-
ature of 6.6 °C. If the LSPR, rather than the aspect ratio, were
used to measure the temperature then the calibration process in
AuNR-Epoxy would be impossible. No asymptotic limit would
be found for temperatures above around 150 °C (see Figure 1),
and so the temperature calibration would be ill-defined. At
these temperatures, the decrease in EL is accompanied by a
decrease in the ET, which allows decoupling of the dielectric
changes from the morphological changes. Without this
correction, we would calculate a temperature that is more
than 20 °C lower than the actual temperature. This difference
would be temperature- and time-dependent, and the method
would predict temperatures in poor agreement with the FLIR
measurements and COMSOL calculations as discussed below.
To verify the accuracy of this new temperature measurement

we prepared a rectangular slab of AuNR-Epoxy with
dimensions 8.5 × 37.5 × 2.2 mm and heated it at one end
with a hot stage while cooling at the opposite end with a copper
coldfinger immersed in water. We recorded the surface
temperature of the sample using an infrared camera. After
heating for 3 h the absorption was mapped point by point using
the microspectrophotometer. A 3 × 10 mm section of the slab
near the hot end is shown in Figure 3a, b.
A quantitative comparison between the two methods is

obtained by averaging the temperatures in each row in the
spectral maps. We calculated the average linear temperature
profiles from the colder side to the hot side using both the
radiometric and spectroscopic methods and the results are
shown in Figure 3c. The temperature maps and average
temperature profiles are qualitatively similar, with both
measurements indicating hot and cool areas as expected. The
average variance between the spectroscopically determined
temperatures and a second order interpolation curve through
the FLIR temperatures over the measured range is 7 °C. At
higher temperatures (>200 °C) the deviation may be due to the
extrapolation of a∞(T) beyond the calibration range. At lower
temperatures (<100 °C) the stochastic fluctuations in the
calculated aspect ratio are large with respect to the overall
change in aspect ratio.

■ APPLICATION TO AN INTERNALLY HEATED
SYSTEM

Finally, we demonstrate the utility of this novel technique by
measuring the interior temperature of an internally heated
specimen ex situ. We prepared a model system consisting of a
single carbon fiber surrounded by AuNR-Epoxy in a traditional
dogbone configuration as shown in Figure 4. This single fiber
dogbone (SFDB) was heated by delivering electrical power
directly to the fiber. We modeled the system with COMSOL,
and Figure 4d shows the computational results, from a
stationary finite element method (FEM) analysis in COMSOL,
which agree qualitatively with our observations via optical
radiometry (Figure 4c).
Cross-sections approximately 1.5 mm thick at different

positions along the fiber axis allow the measurement of thermal
gradients inside the SFDB via the method described above.
Examples of these cross sections are shown in Figure 5. In a
computer-automated, point-by-point algorithm the aspect ratios

Figure 2. Illustration of the process for determining the final aspect
ratio using T = 160 °C as example data. (a) Raw data (solid black) at
four different times along with Gaussian fits (dashed green) with
background subtracted. Insets show peak positions as a function of
time. (b) Aspect ratio calculated from eq 2 as a function of time. The
biexponential fit is the solid red line through the data and the solid
blue curve represents the (poor) single exponential fit. The horizontal
line at a = 3.12 shows the asymptotic limit of the fast process, while
the lower line at a = 2.79 shows the total (fast plus slow) limit
corresponding to a∞. The horizontal line at a0 = 3.85 shows the
original aspect ratio. The inset shows the aspect ratio evolution in
AuNR-Epoxy for a range of temperatures, comprising the calibration
data.
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N = 1728, T = 300K time evolution



N = 675, T = 700K  time evolution 
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FIG. 3. Evolution of the total energy of crystallites as a func-
tion of the time logarithm for a 1728-atom cluster at two tem-
peratures. The arrows in the low temperature curve indicate the
transitions from one faceted configuration to the next. The total
energy is defined as the number of atomic bonds times the bond
energy (E ! 0.1 eV). At the end of each curve, the crystallite
has almost reached its equilibrium shape.

key point is, however, to examine whetherDG! depends on
the particle size, thus creating an exponential contribution
to the size dependence of teq.
We use a classical umbrella sampling technique [14]

to compute the crystallite free energy as a function of
the number of atoms in the nucleating germ. The um-
brella technique consists of adding a bias potential to the
Hamiltonian of the system to force it to stay in a configura-
tion of interest, even if it is unprobable, as is the case here
for nucleation of the germ. Figure 4 shows that DG! in-
creases for larger crystallites [15], which implies [Eq. (1)]
that the nucleation time (and therefore teq) depends expo-
nentially on the size of the cluster [provided, of course,
that the DG! increase is not logarithmic (see below)].
What are the microscopic mechanisms leading to this

DG! increase with crystallite size? The free energy of a
nucleating germ is given by [13]

DG ! 2gline
p

pq 2 qDm , (2)
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FIG. 4. Cluster free energy during the formation of a nucle-
ation germ on a facet as a function of the number q of atoms in
the germ. The curves have been obtained at 400 K, for several
cluster sizes which have approximately the same shape, close to
equilibrium (their aspect ratio is indicated in the figure). Clearly,
the free energy barrier for the nucleation of a critical germ be-
comes larger as the crystallite size increases. Each solid curve
is fitted by Eq. (2), allowing one to obtain gline and Dm.

where q is the number of atoms in the germ, gline the line
tension of the germ, and Dm the chemical potential differ-
ence for an atom going from the tip to the facet. We fit
the curves of Fig. 4 by Eq. (2) which gives gline and Dm.
We find gline ! 0.129 6 0.013 eV!atom, independent of
the crystallite size. This value is, as expected, close to
the binding energy. To understand the size dependence of
DG! (which comes from Dm), one can, as a first approxi-
mation, treat the tips in a continuous way: assimilating
them to half an ellipsoid, we can estimate the tip curva-
ture. This gives a rough measure of the kink and step
density on the tips, and therefore of the density of more or
less mobile atoms, which can contribute to mass transfer.
With this approximation, and taking arbitrarily the atom
chemical potential to be zero on the facet, we get for the
chemical potential difference for an atom going from the
tip to the facet

Dm ! gsurfacek , (3)
where gsurface is the average surface tension on the tip and
k its curvature. Finally, we obtain the free energy barrier
for nucleation:

DG! !
pg2

line

Dm
!

pg2
line

gsurface

1
k

. (4)

Figure 5 shows that Eqs. (3) and (4) are in good agreement
with our simulations and give coherent values for gsurface,
close to the binding energy E ! 0.1 eV [Eq. (3) gives
0.179 6 0.008 eV atom22 and Eq. (4) leads to 0.175 6
0.035 eV atom22].
The physical picture of nanocrystallite equilibration is

the following: above the roughening temperature, the con-
tinuous approach works well and leads to the classic fourth
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The Roughening Transition
Step Free Energy: work needed to create a step, per bond

1.3 Step free energy and thermal roughness of a surface 9

The specular peak (as well as the Bragg peaks) is narrow for a smooth
surface while a rough surface scatters radiation in all directions.

This type of experiment is a quantitative version of everyday observa-
tion. Galileo (1632) was perhaps not the first who noticed the importance
of surface roughness in light scattering, but he was presumably the first
one who realized that light was scattered rather than lost. His problem
was to understand the brightness of the moon, which he compared to a
wall scattering sunlight:

You see the difference between the reflections occuring on the respective
surfaces, that of the wall and that of the mirror: ... Look how the reflection
from the wall scatters to all parts of the opposite wall, while that from the
mirror goes to a single part, not larger than the mirror itself... If you want to
understand all that, you should notice that, for a surface, to be rough means
the same thing as to consist of innumerable small surfaces of innumerable
orientations, and it necessarily occurs that, among them, many have the ap-
propriate orientation to direct the reflected beams to this place, and many to
that place.

The interpretation of diffraction patterns from a hot surface is difficult
(Blatter 1984, Levi 1984, Armand & Manson 1988) because the effect of
atomic vibrations adds to roughness to broaden the reflected beam. It is
however clear, from a quantitative analysis, that the total step length is
greatly increased by heating.

The reason is basically the following. Even if the step energy per unit
length, W\9 does not change much, its entropy increases, so that the free
energy decreases. In order to calculate it, we consider (Fig. 1.6) on the (001)

2L
Fig. 1.6. A step on a surface with a square symmetry, e.g. the (001) face of an
fee metal. For this orientation, the line tension is given by (1.2).

[110] step on a (100) surface

ΔG* = πhγ2/Δμ
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• Step: random walk from left to right (fixed ends) 
• Number of steps = number of bonds = 2L
• Bond energy = W1 
• Total energy = 2LW1


• Number of configurations = 22L

• Entropy = 2L kB ln 2

L

L
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γ = W1 − kBT ln 2

γ = e − Ts

γ = 0 → TR = W1
kB ln 2



Surfaces:  
smooth and rough

γ = 0 → TR = W1
kB ln 2

⟨[z( ⃗r + ⃗R ) − z( ⃗r)]2⟩ ∼ (4πkBT/σ̃)ln R

⟨[z( ⃗r + ⃗R ) − z( ⃗r)]2⟩ ∼ const .
T < TR

T > TR
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1. Introduction 
Thermodynamics, kinetics and transport are the mainstays of the science of crystal growth be-
longing to the basic knowledge of each specialist or student dealing with practice of bulk crys-
tallization or epitaxy [1] (see Fig. 1.1).  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1: The three mainstays of fundamentals of crystal growth 

 
The classic thermodynamics [1,2] is concerned with macroscopic equilibrium state between 

starting (fluid) phase, crystalline phase and separating interface of quasi-closed systems. It helps 
to find out the most effective phase transition, i.e. growth method and the value of the driving 
force of crystallization. Using thermodynamic principles one can estimate the nucleation and 
existence conditions of a given crystalline phase and measures of in-situ control of the crystal 
composition during growth. Considering the quasi-open state of each crystallization system, i.e. 
continuous flows of heat and matter, one uses the linear non-equilibrium thermodynamics [1]. 

The elementary processes of attachment of individual building units (atoms, molecules) to 
and from the crystal surface (interface, crystallization front) is the target of kinetics [3]. The 
central question to be solved using kinetic approach is the entering mechanism of the fluid 
atoms at the crystal interface, i.e. growth mode, and growth velocity from atomistic point of 
view. This requires, at first, the determination of the atomistic morphology of the growing faces. 

Nucleation and critical nucleus

Δμ = kBT ln(1 + ΔP/Pe)

19 
 

before it is used as base. This can be achieved by deposition of successively graded buffer layers 
or artificial surface structuring to reduce the lattice misfit or the contact area, respectively.  

Today, the theoretical description of the homogeneous and heterogeneous nucleation is 
very well developed. An exemplary review is given in ref. [28]. 
 
2.8.3 Two-dimensional nucleation 

The growth of atomically smooth crystal faces and many epitaxial layers are characterized 
by a discontinuous two-dimensional (2D) nucleation process (see ch. 3.3.3). Due to the con-
formity or likeness of the crystallographic structure or lattice parameter of a seed crystal or 
substrate, causing a high degree of wetting, the lateral 2D nucleus spreading becomes dominant. 
    Assuming a disk-shaped 2D nucleus on a fitting substrate within a supersaturated vapor  
with the height being equal to the lattice parameter a of the given substance (Fig. 2.15 left). The 
energetical balance is 'G2D = - S r2a 'µ / :V (volume related term) + 2S raV (surface related 
term) with 'µ the driving force from Eq. (2.19), V the surface energy, and :V the mole-culare 
volume. Then the critical radius and nucleation energy are 

  𝑟ଶ
∗ = ఙஐೇ

µ
    (2.20)    Δ𝐺ଶ

∗ = గఙమஐೇ
µ

  (2.21) 

 Fig. 2.15 right shows the critical radius r* of a homoepitaxial disc-shaped silicon 2D nu-
cleus versus supersaturation at 500 K. As can be seen, the higher the partial supersaturation 
P/Pe the smaller is the critical radius. Whereas at methods with high supersaturation, like 
MOCV and MBE, the nucleus dimension yields only some nm at LPE its radius reaches about 
100 nm. Thus, LPE is nearest to the thermodynamic equilibrium.   
 
 
 
 
 
 
 
 
 
 
Fig. 2.15: Left: disc-shaped 2D nuclei of height a and interface energy V distributed on a native substrate. 
The critical nucleus has the radius r* according Eq. (2.20). Undercritical nuclei (r < r*) and one viable 
nucleus (r > r*) are added. Right: The dependence of value r* of critical 2D silicon nuclei on partial 
supersaturation P/Pe at different epitaxy methods.  
 
 Without entering the kinetic details at a constant attachment probability of species from the 
vapor to the nucleus Xn

+ the stationary nucleation rate of critical 2D nuclei becomes as 

              𝐽 = 𝑍𝜐ା𝑁 𝑒𝑥𝑝 ቀି∆ீమವ
∗

்
ቁ                                             (2.22)  

with the Zeldovich factor Z = (1/n*)('g*/3SkT)1/2 t 10-2, where n* is the number of atoms/mol-
ecules in the clusters surrounding the critical nucleus and 'g* is the formation energy of such 
cluster. Zeldovich factor implies that the probability of the critical nuclei to grow into stable 
crystal is less than 1 due to Brownian motion during which the loss of nuclei is possible. Ni is 
the concentration of clusters. From  Eq. (2.22) follows that larger density of diffusing clusters 
having equivalent diameter of the critical nuclei favor this process.  
 

r* 

P/Pe 

2DSi 



Deposition, diffusion,  
nucleation and aggregation  

on substrates 



Deposition, diffusion,  
and aggregation  
on flat substrates 

Deposition, diffusion, and aggregation  
on substrates 

1 

Graphene films with large domain size by a two-

step chemical vapor deposition process 

Xuesong Lia, Carl W. Magnusona, Archana Venugopalb, Jinho Ana, Ji Won Suka, Boyang 

Hana, Mark Borysiakc, Weiwei Caia, Aruna Velamakannia, Yanwu Zhua, Lianfeng Fud, 

Eric M. Vogelb, Edgar Voelkld, Luigi Colomboe*, and Rodney S. Ruoffa* 

aDepartment of Mechanical Engineering and the Texas Materials Institute, 1 University Station 

C2200, The University of Texas at Austin, Austin, TX 78712-0292  

bDept. Of Electrical Engineering, The University of Texas at Dallas 

c2009 NNIN REU Intern at The University of Texas at Austin, Austin, TX 78712-0292 

dFEI Company, 5350 NE Dawson Creek Drive Hillsboro, Oregon, 97124 

eTexas Instruments Incorporated, Dallas, TX 75243 

*Corresponding authors: r.ruoff@mail.utexas.edu (R.S.R.), colombo@ti.com (L.C.) 

  

T PMeJMeT PMeJMe

Pt on Pt(111)

Graphene on Cu





Diffusion Limited Aggregation
(DLA)



“Hit and stick”





“Hit and stick”

Rc = 1 !!     “critical nucleus” is a 
monomer!
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Task: building a kinetic theory of 
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Nucleation Kinetics 
Critical Nucleus Size 

Task: building a kinetic theory of 
nucleation Mean field



Kinetic theory of nucleation

• Rate equations  

• Clusters with s monomers have density Ns 

• Diffusing monomers have density n 

• Assume critical nucleus is cluster with size s = i

i+1 atoms: smallest stable island,  
i atoms: critical nucleus



ṅ = F � 2Dn2 �DnN (1)

1

Parameters: deposition rate F; diffusion constant D; 
Critical Nucleus Size i 



Simplest cases: i = 1 and i = 2

·n = F − 2Dn2 − DnN

i = 1

·N = Dn2

·n = F − 2Dn2 − DnN2 +
1
τ2

N2 − DnN
i = 2

·N = DnN2

·N2 = Dn2 − DnN2 −
1
τ2

N2



Simplest cases: i = 1 and i = 2

·n = F − 2Dn2 − DnN ≈ 0 ; n ≪ N → n ≈
F

DN

i = 1

·N = Dn2 ≈ F
F

DN2

·n = F − 2Dn2 − DnN2 +
1
τ2

N2 − DnN ; n, N2 ≪ N → n ≈
F

DN

i = 2

·N2 = Dn2 − DnN2 −
1
τ2

N2 ≈ Dn2 −
1
τ2

N2 ≈ 0 → N2 ≈ (Dτ2)n2

·N = DnN2 ≈ D(Dτ2)n3



Simplest cases: i = 1 and i = 2

n ≈
F

DN

i = 1

dN
dθ

≈
F

DN2
; θ = Ft

n ≈
D

FN

i = 2

dN
dθ

≈
D
F

(Dτ2)( F
DN )

3

= (Dτ2)( F
D )

2

N−3

N2 ≈ (Dτ2)n2



Simplest cases: i = 1 and i = 2

n ≈
F

DN

i = 1

N2 dN
dθ

≈
F
D

→ N3 ≈
F
D

→ N ≈ ( F
D )

1/3

n ≈
D

FN

i = 2

N2 ≈ (Dτ2)n2

dN
dθ

≈ (Dτ2)( F
D )

2

N−3 → N ≈ (Dτ2)1/4( F
D )

1/2



ṅ = F � 2Dn2 �DnN (1)

ṅ = 0, n ⌧ N (2)

n =
F

DN
(3)

n =
F

DN
(4)

Ṅ = DeEi/kBTni+1 (5)

Integrating, we obtain

N ⇠
 
F

D

!i/(i+2)

eEi/[kBT (i+2)] =

 
F

D0

!i/(i+2)

exp

"
iED + Ei)

(i+ 2)kBT

#

,

where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)

1

where �s is the capture coe�cient of a cluster of size s, and ⌧s is the lifetime

of a cluster before detachment of a molecule. The critical nucleus size i is
then defined as the size for which ⌧s ! 1 for all s > i, so that

Ṅs = �s�1nNs�1 � �snNs +
1

⌧s+1
Ns+1 �

1

⌧s
Ns s < i (8)

Ṅi = �i�1nNi�1 � �inNi �
1

⌧i
Ni (9)

Ṅ = �inNi (10)

where the island (or stable clusters) density N =
P

s>i Ns.

Assuming stationarity (Ṅs = 0) one finds the solution

Ns =

 
sY

k=2

�k�1⌧k

!

ns. (11)

There is an extensive literature on the dependence of the capture co-

e�cients �s on the cluster size s. This dependence has to be accurately

accounted for in order to reproduce the results from kinetic Monte Carlo

simulations. However, for understanding the temperature behavior of the

island density, these details can be safely ignored.

The most important issue here is the validity of the Walton relation itself,

and the meaning of the various terms. Consistently with the picture of

molecules moving ballistically at hyper thermal energies, we may assume

that the capture coe�cients are proportional to the velocity v of the hot

molecules. For simplicity, we will ignore any size dependence and write �s =

v, where  is a microscopic length scale. Upon first impact, molecules are

likely to scatter, and only when the cluster is large enough–or when enough

molecules meet in same spot–the resulting cluster will be stable. In fact, when

a hot molecule collides with a small cluster, the energy of the former can be

transferred to the latter and provoke the detachment of a previously attached

molecule, even when the temperature is too low to cause thermal detachment.

When expect that this athermal detachment rate is also proportional to the

molecule velocity, so that ⌧s = 0/v, where 0
is another microscopic length.

Therefore, we have

 
sY

k=2

�k�1⌧k

!

= (0
)
s�1 ⌘ Ks

3
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Scaling!
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where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)
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Ṅ = DeEi/kBTni+1 (5)

Integrating, we obtain

N ⇠
 
F

D

!i/(i+2)

eEi/[kBT (i+2)] =

 
F

D0

!i/(i+2)

exp

"
iED + Ei)

(i+ 2)kBT

#

,

where ED is the hopping energy barrier and Ei is the cohesion energy of a
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“Byproduct”: 
measuring diffusion 

coefficient by counting 
islands

A direct thin-film path towards low-cost
large-area III-V photovoltaics
Rehan Kapadia1,2*, Zhibin Yu1,2*, Hsin-Hua H. Wang1,2, Maxwell Zheng1,2, Corsin Battaglia1,2,

Mark Hettick1,2, Daisuke Kiriya1,2, Kuniharu Takei1,2, Peter Lobaccaro2,3, Jeffrey W. Beeman2,

Joel W. Ager2, Roya Maboudian3, Daryl C. Chrzan2,4 & Ali Javey1,2

1Electrical Engineering and Computer Sciences, University of California, Berkeley, CA 94720, 2Materials Sciences Division,
Lawrence Berkeley National Laboratory, Berkeley, CA 94720, 3Chemical and Biomolecular Engineering, University of California,
Berkeley, CA 94720, 4Materials Science and Engineering, University of California, Berkeley, CA 94720.

III-V photovoltaics (PVs) have demonstrated the highest power conversion efficiencies for both single- and
multi-junction cells. However, expensive epitaxial growth substrates, low precursor utilization rates, long
growth times, and large equipment investments restrict applications to concentrated and space
photovoltaics (PVs). Here, we demonstrate the first vapor-liquid-solid (VLS) growth of high-quality III-V
thin-films on metal foils as a promising platform for large-area terrestrial PVs overcoming the above
obstacles. We demonstrate 1–3 mm thick InP thin-films on Mo foils with ultra-large grain size up to 100 mm,
which is ,100 times larger than those obtained by conventional growth processes. The films exhibit electron
mobilities as high as 500 cm2/V-s and minority carrier lifetimes as long as 2.5 ns. Furthermore, under 1-sun
equivalent illumination, photoluminescence efficiency measurements indicate that an open circuit voltage
of up to 930 mV can be achieved, only 40 mV lower than measured on a single crystal reference wafer.

T
he growth of semiconductor nanowires (NWs)1–5 via the VLS growth mode and the epitaxial layer transfer6,7

of semiconductors has proven to be very versatile, yielding a wide variety of materials on a multitude of
substrates with excellent optoelectronic properties4,5,8. VLS-grown NWs exhibit circular or faceted cross-

sections9, depending on the surface energy constraints of the nucleation seed on the substrate. Shape- and
geometry-controlled10 nanowire growth using tubular templates has also been reported. Here, by utilizing a
planar reaction template that (i) prevents dewetting of the growth seed from the substrate, and (ii) is permeable
to the vapor phase, the VLS growth technique is extended to thin film geometries for the first time. InP is chosen as
a prototypical model system to demonstrate the TF-VLS growth process as it not only has a near-optimal band
gap for a single junction PV device11, but is reported to have a low unpassivated surface recombination velo-
city8,12–14, making it a promising material system for polycrystalline films-based optoelectronics. We show that
large grain (up to 100 mm), continuous, polycrystalline InP thin films are readily grown on Mo foils within a large
growth parameter window, with optical and electronic properties approaching those of similarly-doped, single-
crystalline InP.

Results
The TF-VLS process is schematically illustrated in Fig. 1a. Indium films (tunable thickness of 0.2–2 mm) are
deposited on electropolished molybdenum foils (thickness of ,25 mm) by either electron-beam (e-beam) evap-
oration or electroplating, followed by e-beam evaporation of a 50 nm silicon oxide (SiOx) cap. The Mo/In/SiOx
stack is then heated in hydrogen to a growth temperature of 450–800uC, which is above the melting point of
indium (,157uC). The thin SiOx capping layer enables the liquid indium to maintain a planar geometry by
preventing it from dewetting. After temperature stabilization, phosphorous vapor is introduced into the chamber,
either by PH3 gas or a heated red phosphorous solid source. The diffusion of phosphorous vapor through the
capping layer and dissolution in the liquid indium results in the precipitation of solid InP crystals as predicted by
the indium-phosphorus phase diagram. This process closely resembles the self-catalyzed VLS growth of nano-
wires2, but instead produces continuous polycrystalline thin films. Figure 1b shows a tilt-view cross-sectional
scanning electron microscope (SEM) image of a TF-VLS InP film on Mo foil. This image is representative of the
film across the growth substrate. The as-grown InP film thickness is roughly double the original indium thickness
(Fig. S1), matching the expected volume expansion from In to InP and implying near unit utilization of the
indium film.
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multi-junction cells. However, expensive epitaxial growth substrates, low precursor utilization rates, long
growth times, and large equipment investments restrict applications to concentrated and space
photovoltaics (PVs). Here, we demonstrate the first vapor-liquid-solid (VLS) growth of high-quality III-V
thin-films on metal foils as a promising platform for large-area terrestrial PVs overcoming the above
obstacles. We demonstrate 1–3 mm thick InP thin-films on Mo foils with ultra-large grain size up to 100 mm,
which is ,100 times larger than those obtained by conventional growth processes. The films exhibit electron
mobilities as high as 500 cm2/V-s and minority carrier lifetimes as long as 2.5 ns. Furthermore, under 1-sun
equivalent illumination, photoluminescence efficiency measurements indicate that an open circuit voltage
of up to 930 mV can be achieved, only 40 mV lower than measured on a single crystal reference wafer.
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he growth of semiconductor nanowires (NWs)1–5 via the VLS growth mode and the epitaxial layer transfer6,7

of semiconductors has proven to be very versatile, yielding a wide variety of materials on a multitude of
substrates with excellent optoelectronic properties4,5,8. VLS-grown NWs exhibit circular or faceted cross-

sections9, depending on the surface energy constraints of the nucleation seed on the substrate. Shape- and
geometry-controlled10 nanowire growth using tubular templates has also been reported. Here, by utilizing a
planar reaction template that (i) prevents dewetting of the growth seed from the substrate, and (ii) is permeable
to the vapor phase, the VLS growth technique is extended to thin film geometries for the first time. InP is chosen as
a prototypical model system to demonstrate the TF-VLS growth process as it not only has a near-optimal band
gap for a single junction PV device11, but is reported to have a low unpassivated surface recombination velo-
city8,12–14, making it a promising material system for polycrystalline films-based optoelectronics. We show that
large grain (up to 100 mm), continuous, polycrystalline InP thin films are readily grown on Mo foils within a large
growth parameter window, with optical and electronic properties approaching those of similarly-doped, single-
crystalline InP.

Results
The TF-VLS process is schematically illustrated in Fig. 1a. Indium films (tunable thickness of 0.2–2 mm) are
deposited on electropolished molybdenum foils (thickness of ,25 mm) by either electron-beam (e-beam) evap-
oration or electroplating, followed by e-beam evaporation of a 50 nm silicon oxide (SiOx) cap. The Mo/In/SiOx
stack is then heated in hydrogen to a growth temperature of 450–800uC, which is above the melting point of
indium (,157uC). The thin SiOx capping layer enables the liquid indium to maintain a planar geometry by
preventing it from dewetting. After temperature stabilization, phosphorous vapor is introduced into the chamber,
either by PH3 gas or a heated red phosphorous solid source. The diffusion of phosphorous vapor through the
capping layer and dissolution in the liquid indium results in the precipitation of solid InP crystals as predicted by
the indium-phosphorus phase diagram. This process closely resembles the self-catalyzed VLS growth of nano-
wires2, but instead produces continuous polycrystalline thin films. Figure 1b shows a tilt-view cross-sectional
scanning electron microscope (SEM) image of a TF-VLS InP film on Mo foil. This image is representative of the
film across the growth substrate. The as-grown InP film thickness is roughly double the original indium thickness
(Fig. S1), matching the expected volume expansion from In to InP and implying near unit utilization of the
indium film.
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Scaling!

ṅ = F � 2Dn2 �DnN (1)
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where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)

1

sylanol groups (Si–O–H), which is leaved out of consideration in
the a-SiO2 substrate used above. Given the unrealistic description,
the question arises whether the sylanol groups affect the trans-
formation. In order to reflect real situation more realistic, by
saturating every free valence of the oxygens with hydrogen atoms
we have modeled a more reasonable sylanol-saturated a-SiO2

substrate, the top surface of which is covered by a layer of sylanol
groups. And the simulation of thirteen pentacene molecules is
repeated with the same simulation settings, as shown in Fig. 6. It
can be seen that unlike the 13-pentacene simulation above, almost
all of the pentacene molecules still lie flat on the sylanol-saturated

a-SiO2 substrate, and in the case of Em! s
0ð13Þ¼0.66 eV and

Em!m
0ð13Þ¼0.43 eV, the average orientation angle θ0ð13Þ is just

11.51 which is 231 less than θð13Þ, implying that the lateral
orientation becomes more favorable again because of the sylanol
groups. To clarify the effect of the sylanol groups further, more
simulations with larger molecular number are carried out, and the
results are shown in Fig. 7. It is worth noting that the change
trends of Em! s

0ðnÞ, Em!m
0ðnÞ and θ0ðnÞ are consistent with previous

simulations, but there is a much greater tendency of the pentacene
molecules to lie flat on the sylanol-saturated substrate. Em!m

0ðnÞ is
always less than Em! s

0ðnÞ until n¼24, suggesting that the critical

Fig. 5. Selected simulation snapshots of a single pentacene molecule (a), four pentacene molecules (b), eleven pentacene molecules (c), and thirteen pentacene molecules
(d) on the a-SiO2 substrate.

Fig. 6. Snapshot of the sylanol-saturated a-SiO2 substrate (a), and initial (b) and final (c and d) snapshots for the simulation of thirteen pentacene molecule on the sylanol-
saturated a-SiO2 substrate.
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This study describes the transformation of molecular orientation which has a significant effect on the
charge carrier mobility of organic thin film transistors. Theoretical analyses and molecular dynamics
simulations are performed to uncover the mechanism of the orientation transformation of pentacene
molecules on the amorphous SiO2 surface during the early stage of the physical vapor deposition process,
where the initially grown lateral-oriented cluster will transfer to the normal-oriented one at a critical
size nc. The reorientation behavior is related to the competition between the molecule-molecule
interactions and the molecule-substrate interactions. For small size clusters, the pentacene molecules
are found to prefer to form a lateral-oriented cluster as driven by the molecule-substrate interactions,
which can be increased by the existence of the sylanol groups on the amorphous SiO2 surface. Furthermore,
when the molecular number n is greater than nc, the normal orientation in the herringbone structure is
gradually formed and becomes the stable configuration because the molecule-molecule interactions is
dominant.
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1. Introduction

In recent years, organic thin film transistors (OTFTs) have been
attracting increasing attention due to their advantages of low-cost,
low-temperature processability and compatibility with flexible
substrates [1–5]. Pentacene (5A), a conjugated organic small
molecule, is the most outstanding active layer material used in
OTFTs, due to its relatively high field effect mobility and ability to
form well-ordered films [5,6]. Because the charge transport in
organic films depends strongly on the π/π overlap among the
neighboring molecules, an optimum effect can be achieved in the
directions with maximum π/π overlap, which is often perpendi-
cular to the long molecular axis or the molecular plane [7,8]. The
molecular orientation of the pentacene film exerts a significant
effect on their electronic properties [6], and the desired molecular
configuration for OTFTs should be upright-standing to facilitate
charge transport [9,10]. In contrast, an undesirable flat-lying
orientation appears during the deposition of pentacene on the
silicon oxide surface, the causes of which remain unclear [7].
Hence, it is important to study the film formation principles that

can improve the control of the growth and re-orientation of
organic film to improve the performance of OTFT devices.

For the long-chain organic molecules, such as pentacene, there
are two types of fundamental clusters: oriented upright-standing
or flat-lying to the substrate surface. Usually, lateral-orientation
initial nuclei will be preferentially formed on the substrate [11].
However, with the formation of a stable cluster consisting of
several molecules, the molecules will tilt out of the surface [12].
Several previous research studies have demonstrated that a
critical size exists for molecules switching from flat-lying to
upright-standing during the initial growth stage using physical
vapor deposition (PVD) [13–16]. Using ultrahigh-vacuum scanning
tunneling microscopy, Ph. Guaino et al. found that high coverage
leads to a molecular reorganization for pentacene molecules on
Ag/Si, changing from a planar to an upright configuration [13].
L. Muccioli et al. considered that the growth of a ML of pentacene
on C60 (001) proceeds in two coverage-dependent steps by means
of Molecular dynamics (MD) simulations: in the first step, penta-
cene molecules lie flat and are disordered on the C60 surface. In the
second step, pentacene becomes reoriented perpendicular to the
surface in a crystalline packing. The critical coverage value is 0.6–
0.8 for ML1 and 1.3–1.4 for ML2 [14]. Both of these results indicate
that the molecular orientation transformation will occur with the
change of the molecular number. T. Potocar et al. modeled the
system of a para-hexaphenyl (6P) cluster on a 6P (0 0 1) plane with
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and as a result we did not observe any radiation damage during
the experiments we present here.

3 Nucleation I: substrate dependence

At first we compare PEEM images of pentacene
films that have been deposited on three different substrates. In
Fig. 3a an SiO2 oxide layer was used as a substrate. In our pre-
vious experiments [6] we used a native SiO2 layer that showed
a high number of defect-driven nucleation sites. To prevent
this defect-driven nucleation, we then used a thin, plasma
cleaned gate oxide which we annealed inside our microscope
in a hydrogen atmosphere for further cleaning. Although this
preparation helped in reducing defect driven nucleation, the
resulting pentacene film in (a) still shows a high nucleation
density with islands of less than 5 µm in diameter.

Figure 3b shows the result of a similar deposition experi-
ment on a clean Si(001) surface. While the deposition rates
of all three experiments in Fig. 3 are comparable, the islands
on the Si(001) surface are more than ten times larger than
the islands on the SiO2 layer. Unfortunately, the film forma-
tion on Si(001) is more complicated and initially pentacene
molecules lie down flat on the surface and form a wetting
layer. The thin-film phase only forms in a second layer on
top [6]. Since the electronic properties of the initial layer are
very similar to the properties of the underlying Si(100) sub-
strate [20] this layer is invisible in PEEM. Although ordering
and nucleation during the initial pentacene adsorption cannot
be studied by PEEM, this initial wetting layer might very well
influence the nucleation of the thin-film phase in the second
layer by forming an ordered domain structure as is has been
observed on other substrates [21]. Preadsorption of cyclohex-
ene provides a way out of this dilemma. It has been shown [6]
that adsorption of cyclohexene on Si(001) prior to the depo-
sition of Pentacene effectively suppresses the initial flat-lying
wetting layer, while it still allows the formation of large is-
lands as demonstrated in Fig. 3c.

On all three surfaces in Fig. 3 nucleation and growth are
balanced by the diffusion constants in the first and second pen-
tacene layers. While the diffusion constant D2 for diffusion
in the second layer is similar in all three cases (“pentacene
on pentacene”), the parameter for diffusion in the first layer
D1 depends on the substrate. For a given system, the nucle-
ation density in the first layer N1 is linked to the ratio between
diffusion constant D1 and deposition rate F. Since the deposi-
tion rates for the three experiments in Fig. 3 are comparable,
the diffusion constant of pentacene on our plasma cleaned and
annealed oxide layer has to be about 30 times smaller than

FIGURE 3 Influence of the substrate on the
nucleation density. a PEEM image of pentacene
on plasma cleaned and annealed SiO2 at a de-
position rate of 23 min/ML, b PEEM image of
pentacene on Si(001) at 35 min/ML, c PEEM
image of pentacene on cyclohexene on Si(001)
at 12 min/ML

the diffusion constant for pentacene on Si(001), while the dif-
fusion constants for diffusion of pentacene on Si(001) and
pentacene on cyclohexene/Si(001) are comparable.

Furthermore, N1 determines the smoothness of the film.
When islands in the first layer exceed a critical island size RC,
second layer nucleation will occur. Again, RC depends on the
rate F, the diffusion constant in the second layer D2, and pos-
sibly an excess barrier at the island step-edge EB , the so-called
Ehrlich–Schwoebel Barrier [22]. When πRC N1 < 1 second
layer nucleation occurs before the first layer is closed [23]. So,
if for technological reasons one tries to maximize the size of
islands in the first layer, this might be counterbalanced by an
increased roughness of the subsequent layers.

4 Nucleation II: rate dependence

Since the nucleation density N1 depends on the
ratio D1/F it should also be possible to change the nucle-
ation density by a variation of the deposition rate. In Fig. 4
this is demonstrated for pentacene islands on a cyclohexene
layer on Si(001). After nucleation of the first islands in Fig. 4a
the flux of pentacene was increased. Already existing islands
continued to grow and in Fig. 4b additional new nuclei were
formed between the islands. This experiment clearly demon-
strates that the pentacene nucleation density depends on the
deposition rate, but since the flux was changed during depo-
sition it is almost impossible to quantitatively analyze this
data. Therefore, in Fig. 5 the results of a similar but more
controlled experiment are shown. Several depositions of pen-
tacene on cyclohexene/Si(001) were performed at rates from
90 minutes/monolayer (a) to 4.5 minutes/monolayer (d). This
variation caused a change of the pentacene island density by
about a factor of 6. The corresponding nucleation density
is plotted over the deposition rate in Fig. 6. We can under-
stand this curve in terms of classical nucleation theory [24]
that has been developed for classic homo- and heteroepitaxial
systems:

N1 = Fi/(i+2) × exp
{

1/(i +2)
Ei + iED

kBT

}
. (1)

Equation (1) links the nucleation density in the first layer N1
to the incoming flux F, a critical nucleus size i, and some for-
mation (Ei) and diffusion (ED) energies. The energy terms
may be combined in a weighted sum of activation energies
E∗ = (Ei + iED)/(i +2).

In (1) the critical nucleus size i gives the number of par-
ticles on the surface that need to meet before a stable island
is formed. i strongly depends on the investigated system and
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FIGURE 4 Influence of the deposition rate on the nucleation density for
pentacene on cyclohexene on Si(001). a typical PEEM image after island
nucleation, b PEEM image after additional nuclei were formed by an in-
creased rate

typically varies from i = 1, ..., 2 for metal systems [25] to
i > 500 for Si(100) at high temperatures [26] (for large i, how-
ever, i/(i +2) → 1 and for a given ED and Ei the nucleation
density simply becomes proportional to the flux). In Fig. 6, we
plotted fits of (1) for different values of i with E∗ as a free pa-
rameter. It is obvious that neither i = 1 nor i = 500 agrees with
the observed data. Values for 3< i< 30 agree with the error
bounds in Fig. 6 that were calculated by assuming a miscount
of ±1 in the total number of islands in an image. If i is left as
a free parameter, we obtain a best fit for i = 6. This value is in
good agreement with the independently determined i = 4 for
pentacene on SiO2 [27].

FIGURE 5 Dependence of the first-layer nucleation density on the de-
position rate F for pentacene films on cyclohexene on Si(001). a F =
90 min/ML, b F = 10 min/ML, c F = 8 min/ML, d F = 4.5 min/ML

5 Conclusion

The behaviour of the complex organic material
pentacene can be understood in terms of well-known classical
nucleation theory, as our results clearly demonstrate. We ob-
serve dependence of the pentacene nucleation density on both
the substrate and deposition rate. The substrate-dependent
diffusion length of pentacene molecules massively changes
the nucleation density. On none of the substrates did we ob-
serve dewetting of the pentacene layers, as it can occur in
classic heteroepitaxial systems. We believe that the interac-
tion between pentacene and the wetting layer is even weaker

FIGURE 6 Estimation of the critical nucleus size i from the rate depen-
dent nucleation density. The error bar is estimated by a miscount of ±1 in
the number of islands in the images. Fits are shown for the classic i = 1 for
metals and for i = 500 for Si(100) at high temperatures. While values for
i = 3 . . . i ≈ 30 agree with the Error Bars, a best fit results in i = 6

than the interaction between individual pentacene molecules,
and that this is the underlying reason that on most surfaces
pentacene grows in the thin-film phase [9]. Only when one
switched to a metal-terminated substrate is pentacene ob-
served to grow in the bulk phase, with the molecules lying flat
on the surface [28, 29].

The rate dependence of the nucleation density for pen-
tacene on Si(001) surfaces that have been pre-exposed to cy-
clohexene can be described by Venables nucleation theory for
homo- and heteroepitaxial systems. We estimate a critical nu-
cleus size i ≈ 6, which is comparable to values that have been
determined for pentacene on SiO2 [27]. This seems a surpris-
ing coincidence, since the diffusion constant for pentacene
molecules on Si(001) is 30 times larger than the diffusion con-
stant on SiO2. However, while the substrate determines the
diffusion length of the pentacene molecules, the interaction of
molecules on the surface has not changed, and thus the critical
nucleus size should remain similar.

Besides substrate modification and rate variation it is
also possible to influence the nucleation behaviour in other
ways. Figure 7a shows a PEEM image of an aluminum oxide
(Al2O3) surface. The darker area in the image (marked by
a dashed line) has been irradiated by the electron beam of the

a b

10µm

FIGURE 7 Effect of pre-deposition electron irradiation on the pentacene
nucleation density on aluminum oxide (Al2O3). a PEEM image of the irradi-
ated substrate. The marked area has been irradiated with the LEEM electron
beam. b PEEM image after pentacene deposition. The nucleation density in
the irradiated area is significantly smaller
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ABSTRACT Photoemission Electron Microscopy was used to
determine basic factors for nucleation and growth of thin pen-
tacene films. Dependence of both substrate chemistry and de-
position rate on the nucleation density was observed. On SiO2
pentacene shows a high nucleation density and forms small is-
lands consisting of almost vertically oriented molecules. On
Si(001) the nucleation density of this thin-film phase is much
smaller, but the pentacene film first forms a flat-lying wetting
layer. The thin-film phase only forms on top of this wetting
layer. Adsorption of a cyclohexene self-assembled monolayer
on Si(001) prior to the pentacene growth suppresses the ini-
tial pentacene wetting layer but maintains diffusion parameters
similar to pentacene on Si(001). The nucleation of pentacene
layers on cyclohexene/Si(001) can be described by classical nu-
cleation theory with a critical nucleus size i ≈ 6. Simple surface
modification techniques such as e-beam irradiation of the sub-
strates prior to pentacene adsorption can also have a significant
effect on the pentacene nucleation density.

PACS 68.37.Nq; 68.43.Fg; 68.47.Fg; 68.55.Ac

1 Introduction

The promising perspectives organic electronics of-
fers for future devices have brought organic materials into
fashion and to the cusp of commercialisation. The first appli-
cations based on organic electronics have been available on
the market for a few years now and efforts are still ongoing
to find better materials and to better understand the growth
properties of organic semiconductors. Although most of the
already available applications have been realized in polymers,
crystalline organic semiconductors receive much attention be-
cause the charge-carrier mobilities in these materials are much
higher than in polymers. Pentacene (C22H14) especially has
been the subject of much research not only because of its
thin film transport mobility of more than µ = 1.5 cm2/Vs [1],
but also because of its simple handling and room-temperature
deposition.

After several years of optimizing the electronic prop-
erties of pentacene transistors [1–4] and demonstration

✉ E-mail: meyerzh@uni-essen.de
∗Present address: Universität Duisburg–Essen, 45117 Essen, Germany

of basic devices [5], attention has recently turned to the
morphology and composition of the films. Understanding
and controlling the morphology of pentacene films will
have a significant impact on the performance of pentacene-
based devices, e.g. by minimizing the number of grain
boundaries in the active region of an organic thin film
transistor (OTFT) [6].

The triclinic crystalline structure of bulk pentacene has
been known since the 1970s from powder diffraction stud-
ies [7, 8]. The structure of thin pentacene films, however, can
be different from this known phase. X-ray diffraction shows
that pentacene deposited on SiO2 forms a unique thin-film
phase [9]. In this phase pentacene molecules are oriented
almost vertically, i.e. the long axis of the molecule forms
an angle of about 17◦ with the surface normal. In a recent
study [6] we showed that before the thin-film phase is formed
on Si(001), interaction between dangling bonds of the sub-
strate and individual pentacene molecules results in a flat-
lying wetting layer. By now, several scanning tunnelling mi-
croscopy (STM) studies have confirmed that submonolayer
coverage pentacene films on Si(001) do indeed consist of flat-
lying molecules [10, 11].

Beyond the wetting layer, pentacene on Si(001) grows in
the thin-film phase and forms epitaxial islands of up to 60 µm
in diameter. While we analyzed the fractal shape of the islands
in terms of diffusion limited aggregation (DLA) [6, 12], we
also observed a strong dependence of the island size on sub-
strate preparation and deposition rate. A quantitative estimate
of the underlying parameters for nucleation and growth re-
quires a substrate that neither causes defect-driven nucleation
(like typically used SiO2 surfaces), nor shows an initial wet-
ting layer which might affect the nucleation in the first layer of
the thin-film phase.

In this work we utilize cyclohexene (C6H10) to saturate
the dangling bonds of a Si(100) surface prior to the depo-
sition of pentacene. Cyclohexene is a conjugated molecule
that has been shown to form well-ordered self-assembled
monolayers (SAM) on both Ge(001) [13] and Si(001) [14]
surfaces. Cyclohexene suppresses the flat-lying pentacene
wetting layer on Si(100) [6] while it maintains diffusion of
pentacene molecules similar to pentacene on Si(001). Thus,
the artificial cyclohexene/Si(001) substrate is ideally suited
for the analysis of nucleation and growth of pentacene thin
films.



 Fig. 1 AFM surface topography (10 µm × 10 µm) of 0.5 nm-thick pentacene films grown on a 200 nm-thick SiO 2 substrate (a) at various deposition 
rate for a fixed substrate temperature of 65 °C and (b) at different substrate temperatures for a fixed deposit...
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The nucleation and growth of organic molecules is usually discussed in the framework of diffusion limited
aggregation (DLA). In this letter we demonstrate for the rod-like organic molecules hexaphenyl (6P) on
sputter-modified mica, that under specific experimental conditions the nucleation has to be described by
attachment limited aggregation (ALA). The crucial parameter for the growth mode is the roughness of the
substrate surface, as induced by ion sputtering. With decreasing surface roughness the diffusion probability
of the molecules increases and the growth mode changes from DLA to ALA. This was derived from the
deposition rate dependence of the island density. A critical size of i=7 molecules was determined for the
nucleation of 6P on a moderately sputtered mica surface.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

The understanding and tailoring of organic thin film growth is a
challenging issue in the context ofmodern organic electronics.Whereas
the nucleation and growth of (metal) atoms is well understood [1–3],
there is still lack of a comprehensive description for the nucleation and
growth of larger (anisotropic) organic molecules. Although experimen-
tal evidence exists that in many cases organic film growth can be
described sufficiently well with the models developed for single atom
nucleation [4–7], there are also indications that substantial differences
exist [8,9]. It is obvious, that the specific features of organic molecules
(weak molecule–molecule and molecule-substrate interactions, low
diffusion energies, diffusion anisotropy, many degrees of freedom, etc.)
can lead to a larger variety of growth mechanisms than for point like
particles.

In this letter we describe the nucleation and sub-monolayer
formation of para-hexaphenyl (6P) on sputter-modified Muscovite
mica(001) surfaces as a model system for the interaction of rod-like
organicmoleculeswithweakly interacting substrates. Themerit ofmica
as amodel substrate is the easy preparation of a rather clean, atomically
flat single crystalline surface by just cleaving a mica sheet. It has been
shown previously that on a freshly cleaved mica surface 6P forms
needle like islands which are composed of flat lying molecules [10,11].
However, a modification of the mica surface by argon ion sputtering
changes the film formation drastically: dendritic islands formwhich are

composed of standing molecules [12]. Molecular dynamics calculations
revealed that also in this case first clusters of lying molecules develop,
which then reorient into the upright position at a cluster size of about
10–15 molecules [9]. From the island density as a function of the
deposition rate, as well as from island size distributions (ISD) and
capture zone distributions (CZD), a critical island size of 2–3 molecules
was obtained for deposition at room temperature [9], by applying the
nucleation model of diffusion limited aggregation (DLA) [3]. However,
the temperature dependence of the island density exhibited some
unusual features and it was argued that the anisotropic diffusion
probability and/or orientation dependent attachment probability of the
monomers at the rim of the islands might be responsible for these
features. Here we demonstrate that in addition to the diffusion
limitation the attachment limitation governs the nucleation and growth
of 6P on mica(001), depending on the surface preparation by ion
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cluster of size i (the critical nucleus in this approach.)
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shown previously that on a freshly cleaved mica surface 6P forms
needle like islands which are composed of flat lying molecules [10,11].
However, a modification of the mica surface by argon ion sputtering
changes the film formation drastically: dendritic islands formwhich are
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revealed that also in this case first clusters of lying molecules develop,
which then reorient into the upright position at a cluster size of about
10–15 molecules [9]. From the island density as a function of the
deposition rate, as well as from island size distributions (ISD) and
capture zone distributions (CZD), a critical island size of 2–3 molecules
was obtained for deposition at room temperature [9], by applying the
nucleation model of diffusion limited aggregation (DLA) [3]. However,
the temperature dependence of the island density exhibited some
unusual features and it was argued that the anisotropic diffusion
probability and/or orientation dependent attachment probability of the
monomers at the rim of the islands might be responsible for these
features. Here we demonstrate that in addition to the diffusion
limitation the attachment limitation governs the nucleation and growth
of 6P on mica(001), depending on the surface preparation by ion
sputtering. We believe that the findings on this model system are
relevant for many similar, more application related organic film/
substrate systems, e.g. pentacene on silicon oxide [4,5,13,14], where
typically the dielectric substrates are plasma treated prior to deposition
of the organic semiconductor [15].

2. Experimental

The mica(001) samples (10×10×~0.01 mm3) were prepared by
cleaving them with adhesive tape in air and then attaching them to a
steel plate sample holder, which was immediately installed inside a
UHV chamber. The sample holder could be heated resistively and
cooled by LN2 to obtain sample temperatures between 150 K and
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■ CONCLUSION
We have studied the effect of the surface polarity on the
formation processes of Ga droplets on GaAs{111}A,B. The size
and density of droplets strongly depend on the polarity of the
initial {111} surface. The density of Ga droplets on the (111)A
surface exceeds 1012 cm−2, which is more than 4 orders of
magnitude higher than that on the (111)B surface. It turns out
that a single Ga atom becomes a stable nucleus, resulting in the
formation of high density of droplets.
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Figure 4. Densities of Ga droplets on GaAs(111)A plotted as a
function of substrate temperature (a) and the deposition rate (b). The
results in (b) were obtained at a substrate temperature of 200 °C. The
results for GaAs(001)-c(4 × 4)β are also shown for comparison. The
amount of Ga atoms consumed for the droplet formation is 1 ML for
both surfaces.
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of the diffusion activation energy happens at T = 400 °C. The Ed value can be compared with the diffusion energy 
of Ga adatoms on GaAs(001) surface, estimated by dynamics of Ga droplets14 and by indirect in-situ RHEED 
method20.

The change with T in Ea is therefore related to the change in the p parameter. According to ref.21, p depends on 
i and by the diffusion environment:

=
γ + γ +i

p i
( 1) (5)

Here γ is a parameter which indicated the dimensionality of the diffusion process. For two-dimensional iso-
tropic diffusion, γ = 1. If the adatom diffusion is strongly anisotropic, thus rightfully considered one-dimensional, 
γ = 2. Any case of restricted adatom diffusion, e.g. in presence of impurities acting as obstacles, is characterized by 
a parameter γ > 1. A reduction in p is therefore related or to a strong decrease in critical island size i or to a change 
in the diffusion dimensionality, which affects the parameter γ. If the observed dependence of p on T is stemming 
from a temperature dependence of the critical island size i, it would require a change in critical island size, in 
order to justify the change of p of around a factor of 2.5 when temperature crosses T = 400 °C, from i = 1 at high 
T to i ≈ 10 at low T, thus too steep and in the wrong direction (lowering the temperature usually stabilizes the 
nuclei) to be reasonable. In addition, GaAs(111)A-(2 × 2) surface has the Ga-vacancy buckling reconstruction, 
in which one Ga atom per (2 × 2) unit cell is missing at the outermost Ga layer22. It has been shown by scanning 
tunneling microscopy that initially deposited Ga atoms are consumed to the formation of droplets without filling 
up the vacancy site17. On the other side, a change in the dimensionality of the surface diffusion from two to one 
dimension may justify the reduction of a factor two of p at high T. Therefore, it is the utmost importance to inde-
pendently determine the behavior of adatom diffusivity and the critical nucleus size i with deposition temperature 
on (111)A vicinal surface.

Figure 4. The density of GaAs QDs grown on GaAs(111)A with 2° miscut towards (112) as a function of 
deposition temperature. 0.47 eV and 1.47 eV are activation energies for two different Ga droplet nucleation 
regimes.

Figure 5. The density of GaAs QDs grown on GaAs(111)A with 2° miscut towards (112) as a function of Ga 
flux. 0.95 and 0.37 are exponent parameter p of density dependence on Ga flux at 350 and 450 °C, respectively.
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In island nucleation and growth, the distribution of capture zones (in essence proximity cells) can be
described by a simple expression generalizing the Wigner surmise (power-law rise, Gaussian decay) from
random matrix theory that accounts for spacing distributions in a host of fluctuation phenomena. Its single
adjustable parameter, the power-law exponent, can be simply related to the critical nucleus of growth
models and the substrate dimensionality. We compare with extensive published kinetic Monte Carlo data
and limited experimental data. A phenomenological theory elucidates the result.
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In the active field of statistical mechanics applied to
materials, an important unsettled problem in morphologi-
cal evolution during epitaxial thin film growth [1] is char-
acterizing the statistical properties of nucleating islands.
The island-size distribution (ISD) is an important tool for
experimentalists, since simulations have shown it to be a
unique function of the size i of the critical nucleus (see
below), a quantity that describes the largest unstable clus-
ter. In particular, for over a decade the universal scaling
shape of the ISD has been investigated numerically with
kinetic Monte Carlo (KMC) simulations, but analytical
evaluation has proved elusive. Only rate equations [2,3]
or complicated (often implicit) expressions [4,5] have been
proposed.

A decade ago Mulheran and Blackman (MB) [4,6]
proposed subordinating the ISD to the distribution of areas
of Voronoi polygons (proximity—generalized Wigner-
Seitz—cells) built around the nucleation centers. Once
an island is nucleated, it efficiently captures most of the
adatoms diffusing within the capture zone (CZ), which
coincides roughly with its Voronoi polygon. This break-
through led to several investigations [1,3,5] that allowed
accurate prediction of the ISD for point islands, at the price
of performing extensive KMC simulations or of solving a
system of several coupled, nonlinear rate equations, which
is computationally as taxing as KMC. Hence, an empirical
functional form, proposed in Ref. [2], which fits KMC
results well, is still widely used to analyze data.

Since a gamma distribution describes the area distribu-
tion of a two-dimensional (2D) random Voronoi network
[7], MB [6,8] proposed it as an alternative description for
CZ distributions. The characteristic exponent [called ! in
Eq. (6)] perforce increases from "3:6—the point-island
limit—dramatically (in an ill-defined way) as exclusion is
included [6], but with no succinct interpretation.

In this Letter, we propose a different approach. We show
that the generalized Wigner surmise (GWS) distribution, a
class of probability distribution functions rooted in random
matrix theory (RMT) [9,10], yields an excellent quantita-
tive description of the CZ size distributions for all values of

the critical-nucleus size i in published simulations. Thus,
this relatively mature subject can be related to universal
aspects of fluctuations. RMT savants will find it remark-
able that the signature exponent has atomistic meaning in
these nonequilibrium systems. A phenomenological argu-
ment suggests the physical origins of the GWS description.

RMT [9,10] successfully describes the fluctuations of
spacings in manifold physical systems, e.g., highly excited
energy levels of atomic nuclei, quantum chaos [11], cross
correlations in financial data [12], stepped crystal surfaces
[13], and even arrival time intervals between successive
buses in Cuernavaca [14] and distances between parked
cars [15]. The last example is analogous to our study: the
RMT-derived formula accounts for the data—in a system
with irreversible dynamics—at least as well as, usually
better than, more complicated ad hoc expressions devel-
oped over many years.

RMT applies to systems with special symmetries, rep-
resented by orthogonal, unitary, or symplectic matrices.
For such cases, the Wigner surmise (WS) P"#s$,

 P"#s$ % a"s" exp#!b"s2$; (1)

(cf. Fig. 1) provides a simple, excellent approximation for
the distribution of spacings [9,10]. Here s is the fluctuating
variable divided by its mean, and " is the sole WS pa-
rameter [16]—taking the values 1, 2, or 4, respectively.
The constants a" and b" are fixed by the normalization and
the unit-mean conditions, respectively [17].

The GWS posits that Eq. (1) has physical relevance for
systems not manifesting these symmetries, so having gen-
eral non-negative " [18], as in Dyson’s Coulomb-gas
model [19(a)] or the Calogero-Sutherland model of one-
dimensional (1D) fermions [19(b)–19(e)]. We show here
that the CZ distribution is excellently described by the
GWS with " % #2=d$#i& 1$, where d % 1; 2 is the spatial
dimension (see Fig. 2). The GWS also describes the dis-
tribution of terrace widths on stepped surfaces [13,18],
where the step-repulsion strength determines ". As in
that case, the significance of applicability of the GWS is
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where ED is the hopping energy barrier of a monomer.
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where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)
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Wigner distribution

For s⪡1, P(s) is expected to behave like a power law in s, but the
precise relation between this exponent and i has not yet been
determined, although for i¼1 good agreement with simulations
has been found for the (actual rather than effective) exponent
β¼ 4 [17,18,22]. In this regime P(s) depends on the concentration
of centers and ultimately, in the FM model, on δ [18]. The
skewness of the GWD also agrees well with numerical data in
simulations [22]. However, earlier efforts to fit experimental data
by just extracting the first few moments of the distribution were
unsatisfactory [27].

Alternatively, we considered a maximum-entropy approach,
noting that the first moment is unity by construction and the
second moment, proportional to the product of island and mono-
mer density, is also constant in the aggregation regime since the
latter cancels the former's θ1=3 behavior [28], where θ is the
coverage. Thus, we obtained

PMEMðsÞ $ Asβe%Bs2 %Cs; ð3Þ

where A, B, and C are constants [19]. As shown in Fig. 3, the MEM
expression accounts excellently for the numerical data for i¼1 for
two different values of R, the ratio of the diffusion constant to the
deposition rate. In PMEM(s) we set β¼ 4 consistent with the
numerical results in Ref. [17]. In Table 1 we compare the quality
of fits to these expressions (See also Ref. [22]).

Another approach would be to allow two different values of γ:
2 for small s and 1 for large s, mindful of the earlier result that
γ $ ð4þsÞ=ð2þsÞ [29]. While such a “two-regime model” is not
essential here, it is in the 1D case (where the γ values are 4 and 3)
[18]. More generally in 1D, there are several complications (e.g. the
need for an integro-differential equation in the fragmentation
analysis [19]), and more detailed analyses are possible, leading to
some controversies [9,17–22] beyond the scope—and length limit—
of this paper.

Two alternative approaches have long been used to gauge the
critical nucleus size from experiment. One is to measure the island
size distribution (ISD) [3,28,31] and then to fit it with the Amar-
Family scaling formula (at least for i¼1, 2, 3 and in 2D) [32],

f iðuÞ ¼ Ciuiexpð% iaiu1=ai Þ;
Γ½ðiþ2Þai(
Γ½ðiþ1Þai(

¼ ðiaiÞai ; ð4Þ

with u now being the island size divided by its mean and Ci a
normalization constant; Eq. (4) was deduced empirically from the
expectations that (in the limit of large R) f i ) ui for small u, cut off
exponentially for large u, and peak at u¼1 (in marked contrast to

the GWD, especially for small β). In the limit R-1, with scaling
assumptions for capture numbers and neglect of deposition
dependence, Bartelt and Evans [3,29,30] showed

f ðuÞ ¼ f ð0Þexp
Z u

0
dyf2z%1%Ctot' ðyÞg=fCtotðyÞ%zyg

! "
; ð5Þ

where Ctot is a linear combination of scaled capture numbers and
capture zones and z is the slope of a log–log plot of mean island
size vs. deposition (e.g., z¼ 2=3 for point islands). In principle,
then, one can obtain the ISD from a rate-equation approach if one
knows the capture numbers [1,30]; while calculating them is
intractable, they can be measured from simulations.

While ISD cannot be expected to mimic the CZD in general
[3,33] (NB: Eq. (5) implies that the ISD is finite at 0 while the CZD
vanishes), Fanfoni et al. very recently presented some kinetic
Monte Carlo (KMC) calculations on a simple model of quantum
dot growth that point to a similarity between ISD and CZD at lower
temperature T, when evolution of islands is dominated by atom
motion along the periphery rather than attachment/detachment [34].
(However, they favor the ΓD in their fits.) See Ref. [22] for recent
results on the high-end tails.

Second, based on rate equation theory, it has long been known
[5,6] that at constant, relatively low T, the density N of [stable]
islands (particularly the maximum density) satisfies the scaling
relation [6,35]

N) Fχi ; χDLA
i ¼ i=ðiþ2Þ; χALA

i ¼ 2i=ðiþ3Þ ð6Þ

where the two relations of χi to i are for diffusion-limited (DLA)
and attachment-limited aggregation (ALA) regimes [36] in 2D,
respectively. There are many other regimes with signature rela-
tions for χi [35,37]. Also, the values in 3D differ, e.g. being
2i=ð2iþ5Þ for DLA (with compact islands and with no desorption).
In short, the value of i deduced from χi depends strongly on the
dominant mode of mass transport. In many cases one can
characterize the T dependence by writing N) ðF=DÞχ i , where D
has an activated, Arrhenius form, so that N is expected to decrease
rapidly with increasing T [7].

3. Experimental applications

Pentacene on SiO2 [38]: Islands were fractal rather than com-
pact/circular. The CZD was found to depend on deposition rate.
We could fit the published data well with the GWD, with β¼9 and
6 for high (1.5 nm/min) and low (0.15 nm/min) flux, respectively.
For high flux the ISD looked similar to the GWD, but for low flux it
was far broader and much more skewed.

Polar-conjugated molecule Alq3 on passivated Si(100) [39]: Brink-
mann et al. fit their data with the ΓD, quoting α¼ 1072. Our fitting
the areal data in their Fig. 6 is best with β¼ 5, lying between ΓD

Fig. 3. Capture zone distribution in 2D with i¼1. The GWS describes correctly the
behavior of P(s) for intermediate values of s. The maximum entropy method gives
an excellent approximation for P(s) even for large and small values of s, as seen in
the replotting in the inset on a log–log scale. See the text. From Ref. [19].

Table 1
Values for the χ2ðallÞ and χ2ðsigÞ for four different analytical models of data for i¼1.
The values of χ2 are computed for the entire range of s (all) and for just the range
over which the data is significantly large (sig), viz. 0:5oso2. For the first column,
the gamma distribution (ΓD) β is alpha of Eq. (1). GWD-0 has no free parameters,
with β¼ iþ2¼ 3, while GWD-1 lets β vary to improve the fit. In the column GΓE the
values of ν and β are fixed at the values in Ref. [17], while in GΓD (generalized
gamma distribution) they are allowed to vary. MEM uses Eq. (3), with A, B, and C
fitted. Adapted from Ref. [19].

ΓD GWD-0 GWD-1 GΓE GΓD MEM

103χ2 (all) 3.010 1.660 1.726 0.402 0.334 0.518

103χ2 (sig) 1.722 0.826 0.873 0.381 0.287 0.294
ν 1 2 2 1.5 1.585 NA
β 6.277 3 3.065 4 3.860 4
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diffusion-limited aggregation (DLA). This is also the only
aggregation mechanism for which an analytical approximation
to the ISD exists.2 We will show here that PE’s approach can be
generalized to any kind of aggregation mechanism, which
makes it a much more powerful tool than the ISD. In fact, we
will show that coupling the measurements of the island density
as a function of the deposition rate with measurement of the
CZD allows one to extract the critical nucleus size i without the
need of any assumptions concerning the nucleation mechanism.
We will apply these novel results to deposition, diffusion and

aggregation of pentacene molecules on sputter amorphized
mica surfaces. This system exhibits a crossover between
different nucleation regimes. We will show how PE’s approach
allows one to determine i without a priori assumptions about
the aggregation process.
One of the most interesting aspects of PE’s approach is the

connection between the form of the CZD and nucleation: the
small-area behavior of the distribution is directly dictated by
creation of new CZs when new islands are nucleated. PE
conjectured a proportionality relation between the probability
P(s) of finding a given value of the dimensionless area s = A/
⟨A⟩ of a CZ (at small s), and the probability of nucleating a new
island. The latter is in turn proportional to ∫ dr r [n(r)]i+1, n
being the density of diffusing monomers, and the integral being
computed over half the average distance between islands, L.17

The precise functional form of the CZD depends therefore on
the monomer density inside the CZ or, more precisely, on the
way the monomer density scales with the area of the CZ. This
is in turn determined by the characteristics of the diffusion and
aggregation process involved. For instance, if aggregation is
limited by diffusion (DLA) as in ref 3, so that attachment of
monomers at the rim of the islands is fast compared to
diffusion, the monomer density n must vanish at the island
edge. The average monomer density can be then shown to scale
as the area A = L2 of the capture zone, within logarithmic
corrections.17 The nucleation probability scales thus as ∫ dr r
[n(r)]i+1 ∼ L2(i+2) = A(i+2). The corresponding CZD has
therefore the form of a GWD, Pβ(s) = aβ·sβ·exp(−bβs2), where
the parameter β reads βDLA = i + 2.18 The GWD arises as the
stationary solution of a Fokker−Planck equation describing the
fluctuation of a single CZ in an external potential due to
neighboring CZs.3 A quadratic term hinders the CZ from
growing much larger than average, and originates the Gaussian
decay.
However, different types of aggregation regimes are

observed: besides diffusion, nucleation can be limited by
attachment barriers, reactions, blocking impurities, and
desorption, just to name a few. Anisotropies in diffusion and/
or attachment can also lead to different nucleation regimes.
Such differences manifest themselves in the power-law relation
N ∼ Fα: the way the exponent α depends on i changes with the
various limiting processes. This happens because, in the steady
state where most islands have formed, the monomer density is
fixed by the balance between deposition and capture by
islandsat least, when monomer desorption is negligible.
Assuming that just a single aggregation mechanism is at work
the monomer density n will scale as a power of the island
density N, n ∼ (F/D)N−γ,19 where γ is characteristic of the
limiting process: γ = 1 for isotropic diffusion, γ = 2 for strongly
anisotropic (1D) diffusion, γ = 1/a for restricted monomer
diffusion, where a is an a priori unknown function of the
concentration of blocking impurities.19 In the case of
attachment-limited aggregation (ALA), as shown by Kandel,20

the monomer density scales as the distance between islands, so
that γ = 1/2. The scaling of the island density with deposition
rate in the saturation regimewhere the island density has its
maximumis then found balancing the nucleation rate (D/
F)nni against island coalescence (see ref 19 for details):

θ ≈N D F nn/ ( / ) i
c (1)

where θc is the surface coverage when islands come into
contact, D the monomer diffusion coefficient, and ni is a mean-
field approximation to the density of critical nuclei of size i
(Walton relation).21 A temperature-dependent coefficient has
been omitted from eq 1. As shown in ref 19, θc is in special
situations (e.g., when clusters are fractal) a function of the
island density itself. Assuming that θc ∼ Nδ (for instance, eq 23
of ref 19 implies θc ∼ Nδ with δ = 1 − df/2; more details are
given below) and substituting n ∼ (F/D)N−γ into eq 1 yields N
∼ Fα, with α = i/(γi+1+γ − δ). In the case of DLA and isotropic
diffusion (γ = 1) this leads to the well-known relationship α =
i/(i+2), with δ = 0. For attachment-limited aggregation (γ = 1/
2 and δ = 0) one finds α = 2i/(i + 3).20,22

Consider PE’s prescription for the small-s behavior of P(s): it
must follow from equating P(s) and ∫ dr r [n(r)]i+1.
Substituting n ∼ (F/D)N−γ and N ∼ L−2 ∼ A−1 yields P(s)
∼ s[1+γ(i+1)] at small s. Factoring in the Gaussian decay3 at large s
yields a GWD Pβ(s) = aβ·sβ·exp(-bβs2) where

β γ γ= + +i 1 (2)

As a consequence, the equality

α β δ− = i( ) (3)

holds.
Therefore, when δ = 0, eq 3 reduces to

αβ = i (4)

Equation 4 also holds as an approximate identity valid when δ
≪ β, which is true in most situations of practical interest. As an
example, consider a (possibly) fractal island growing in
diffusion-limited conditions (DLA). The “mass” M (number
of monomers) of an island at time t obeys the equation M =
jDLA t, where jDLA = Dn is the monomer current to the island
edge. For 2D growth, the island mass M and its radius r is
related by M = (t/a)df where df is thepossibly fractal
dimensionality of the island, and a a molecular length scale.
The surface coverage at which two islands come into contact, θc
= Ftc is found by letting r = 1/N1/2 at t = tc . Therefore, Dn ∼
FN −1 (γ = 1 for DLA in 2D), so that Ftc ∼ N1‑df/2 and δ = 1 −
df/2. Hence, for compact islands (df = 2), δ = 0, while δ = 0.15
for fractal islands with df = 1.7.
The same result is found for islands growing in attachment-

limited conditions (attachment-limited aggregation, or ALA).
In this case, M = jALA t, where jALA = 2πrkn, and k is an
attachment kinetic coefficient. As shown by Kandel,20 the
monomer density scales as the distance between islands, kn ∼
FN −1/2 (γ = 1/2) so that Ftc ∼ N1−df/2 and again δ = 1 − df/2.
We can therefore generalize eq 3 to fractal islands:

α β + − =d i(2 2)/2f (5)

As a byproduct of eq 4 the exponent βALA of the
corresponding GWD can be computed for compact islands:

β = +i( 3)/2ALA (6)
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where ED is the hopping energy barrier of a monomer.
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where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)
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The last goal of this work is to study a size distribution of the grown islands. Figure 5 shows the GaAs island 
height distribution of the samples T1, T2, T3, and T4 fitted by the Gaussian line shapes. At the low deposition 
temperature of 300 ◦C the size distribution has a mean island height of about 2.7 nm with a standard deviation 
of 43% (Fig. 5a). Similar situation at the high temperature of 450 ◦C (Fig. 5d). The mean height for the sample 
T4 is about 15.3 nm with the standard deviation of 45%. And the most intriguing observation is the presence 
of a bimodal island size distribution at the intermediate temperatures ( 350 − 400 ◦C ). The sample T2 (Fig. 5b) 
has two groups of islands with the mean heights of 4.1 and 8.7 nm. And the mean island heights for sample T3 
(Fig. 5c) are 7.0 and 14.8 nm. For both cases the aspect ratio R (the height over the base) of bigger islands is 
approximately two times larger than the one of smaller islands.

The most known systems, where the bimodal QD size distribution was observed, are SK InAs/GaAs(001) 
 QDs32–35, where the bimodal behavior was described in terms of InAs  coverage33,34, which is the distinct threshold 
for the SK dot formation, and SK Ge/Si(001)  islands36,37, for whom the morphological shape transition of Ge 
islands is responsible for the bimodal distribution.

In order to study the origin of the bimodal size distribution in our samples, we investigated the degree of order 
of the droplet spatial arrangement which can be determined via the Hopkins-Skellam index ( IHS ) of the droplet 
 ensemble38,39. IHS permits a precise measurement of a spatial regularity of the droplet distribution through the 
comparison with a purely random spatial distribution of the ensemble elements. IHS is defined as

Figure 3.  CZDs of the samples (a) T1, (b) T2, (c) T3, and (d) T4, fitted by the GWD.

Table 2.  The fitting parameter β and the critical cluster size i of the samples T1, T2, T3, and T4.

Sample β i = β − 2

T1 ( 300 ◦C) 4.3 ± 0.4 2.3 ± 0.4

T2 ( 350 ◦C) 3.0 ± 0.4 1.0 ± 0.4

T3 ( 400 ◦C) 4.0 ± 0.2 2.0 ± 0.2

T4 ( 450 ◦C) 6.0 ± 0.3 4.0 ± 0.3
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Nucleation of Ga droplets 
self‑assembly on GaAs(111)A 
substrates
Artur Tuktamyshev1,3*, Alexey Fedorov2,3, Sergio Bietti1,3, Stefano Vichi1,3, 
Riccardo Tambone1,3, Shiro Tsukamoto1,3 & Stefano Sanguinetti1,3 

We investigated the nucleation of Ga droplets on singular GaAs(111)A substrates in the view of their 
use as the seeds for the self‑assembled droplet epitaxial quantum dots. A small critical cluster size of 
1–2 atoms characterizes the droplet nucleation. Low values of the Hopkins‑Skellam index (as low as 
0.35) demonstrate a high degree of a spatial order of the droplet ensemble. Around 350 ◦

C the droplet 
size distribution becomes bimodal. We attribute this observation to the interplay between the local 
environment and the limitation to the adatom surface diffusion introduced by the Ehrlich–Schwöbel 
barrier at the terrace edges.

The unique properties of the self-assembled quantum dots (QDs), such as the discrete energy levels and a precise 
control of additional features, like entangled photon emission, by the QD shape and size, have a great potential 
in the optoelectronic device fabrication for the future quantum network  applications1–4. For this reason, one of 
the main challenges in the QD self-assembly is the reproducibility of QDs in terms of shape and size.

Droplet epitaxy (DE) is well-established for the formation of III-V compound semiconductor nanostructures 
and allows to control the QD density and size in a wide  range5,6. The size distribution of the self-assembled DE 
QDs is strictly determined by the original size distribution of the  droplets7. As the droplet size distribution can 
be easily controlled, using DE technique, it is then possible to obtain a narrow QD size distribution, resulting in 
a small ensemble photoluminescence  linewidth8.

The (111)-oriented surfaces show a C 3v symmetry, which allows to self-assemble highly symmetric QDs. 
These are necessary to reduce the fine structure splitting of the exciton state for the generation of highly entan-
gled  photons9–11. The QD self-assembly on (111) surfaces is complex using the Stranski-Krastanov (SK) growth 
 mode12 (only recently the self-assembly of SK QDs on the (111)A surface was  demonstrated13,14 by taking profit 
of tensile strain). Nevertheless, DE allows the density and the size control of the self-assembled QDs on (111)
A  surfaces11,15. Recently, the studies of shape-controlled highly symmetric DE GaAs QDs grown on AlGaAs/
GaAs(111)A11 for entangled photon pair  generation10 have been published. An additional interest to (111)A face 
is related to the possibility to self-assemble DE QDs without the formation of the wetting layer under the QD 
layer, since GaAs(111)A surface is in Ga-rich conditions and the deposition of group III atoms on the surface 
leads to immediate nucleation of the liquid droplets.

The epitaxial growth on (111) surfaces is complicated because the surface morphology is affected by the 
growth conditions. Nevertheless, using low growth rate and high V/III flux ratio for the growth of GaAs and 
AlGaAs layers on GaAs(111)A, it is possible to suppress an amount of hillocks nucleated by the stacking  faults16 
to improve the crystalline quality of the epitaxial layers.

In this work, we investigated the Ga droplet self-assembly on singular GaAs(111)A substrates in order to 
gain fundamental understanding of the effects of the surface characteristics, in terms of a surface reconstruc-
tion and a morphology, on the island nucleation dynamics. The droplet density dependence on the temperature 
has been determined in the temperature range between 300 and 450 ◦C . This gave us access to the fundamental 
physical quantities which determine the droplet formation dynamics: (1) the critical nucleus size for the droplet 
 formation17,18; (2) the adatom surface diffusivity and its dependence on the surface reconstruction. We have also 
investigated the effect of surface defects on the droplet size distribution in combination with the presence of the 
sizeable Ehrlich–Schwöbel barrier typical for the GaAs(111)A  surface16.
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the main challenges in the QD self-assembly is the reproducibility of QDs in terms of shape and size.

Droplet epitaxy (DE) is well-established for the formation of III-V compound semiconductor nanostructures 
and allows to control the QD density and size in a wide  range5,6. The size distribution of the self-assembled DE 
QDs is strictly determined by the original size distribution of the  droplets7. As the droplet size distribution can 
be easily controlled, using DE technique, it is then possible to obtain a narrow QD size distribution, resulting in 
a small ensemble photoluminescence  linewidth8.

The (111)-oriented surfaces show a C 3v symmetry, which allows to self-assemble highly symmetric QDs. 
These are necessary to reduce the fine structure splitting of the exciton state for the generation of highly entan-
gled  photons9–11. The QD self-assembly on (111) surfaces is complex using the Stranski-Krastanov (SK) growth 
 mode12 (only recently the self-assembly of SK QDs on the (111)A surface was  demonstrated13,14 by taking profit 
of tensile strain). Nevertheless, DE allows the density and the size control of the self-assembled QDs on (111)
A  surfaces11,15. Recently, the studies of shape-controlled highly symmetric DE GaAs QDs grown on AlGaAs/
GaAs(111)A11 for entangled photon pair  generation10 have been published. An additional interest to (111)A face 
is related to the possibility to self-assemble DE QDs without the formation of the wetting layer under the QD 
layer, since GaAs(111)A surface is in Ga-rich conditions and the deposition of group III atoms on the surface 
leads to immediate nucleation of the liquid droplets.

The epitaxial growth on (111) surfaces is complicated because the surface morphology is affected by the 
growth conditions. Nevertheless, using low growth rate and high V/III flux ratio for the growth of GaAs and 
AlGaAs layers on GaAs(111)A, it is possible to suppress an amount of hillocks nucleated by the stacking  faults16 
to improve the crystalline quality of the epitaxial layers.

In this work, we investigated the Ga droplet self-assembly on singular GaAs(111)A substrates in order to 
gain fundamental understanding of the effects of the surface characteristics, in terms of a surface reconstruc-
tion and a morphology, on the island nucleation dynamics. The droplet density dependence on the temperature 
has been determined in the temperature range between 300 and 450 ◦C . This gave us access to the fundamental 
physical quantities which determine the droplet formation dynamics: (1) the critical nucleus size for the droplet 
 formation17,18; (2) the adatom surface diffusivity and its dependence on the surface reconstruction. We have also 
investigated the effect of surface defects on the droplet size distribution in combination with the presence of the 
sizeable Ehrlich–Schwöbel barrier typical for the GaAs(111)A  surface16.
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of the diffusion activation energy happens at T = 400 °C. The Ed value can be compared with the diffusion energy 
of Ga adatoms on GaAs(001) surface, estimated by dynamics of Ga droplets14 and by indirect in-situ RHEED 
method20.

The change with T in Ea is therefore related to the change in the p parameter. According to ref.21, p depends on 
i and by the diffusion environment:

=
γ + γ +i

p i
( 1) (5)

Here γ is a parameter which indicated the dimensionality of the diffusion process. For two-dimensional iso-
tropic diffusion, γ = 1. If the adatom diffusion is strongly anisotropic, thus rightfully considered one-dimensional, 
γ = 2. Any case of restricted adatom diffusion, e.g. in presence of impurities acting as obstacles, is characterized by 
a parameter γ > 1. A reduction in p is therefore related or to a strong decrease in critical island size i or to a change 
in the diffusion dimensionality, which affects the parameter γ. If the observed dependence of p on T is stemming 
from a temperature dependence of the critical island size i, it would require a change in critical island size, in 
order to justify the change of p of around a factor of 2.5 when temperature crosses T = 400 °C, from i = 1 at high 
T to i ≈ 10 at low T, thus too steep and in the wrong direction (lowering the temperature usually stabilizes the 
nuclei) to be reasonable. In addition, GaAs(111)A-(2 × 2) surface has the Ga-vacancy buckling reconstruction, 
in which one Ga atom per (2 × 2) unit cell is missing at the outermost Ga layer22. It has been shown by scanning 
tunneling microscopy that initially deposited Ga atoms are consumed to the formation of droplets without filling 
up the vacancy site17. On the other side, a change in the dimensionality of the surface diffusion from two to one 
dimension may justify the reduction of a factor two of p at high T. Therefore, it is the utmost importance to inde-
pendently determine the behavior of adatom diffusivity and the critical nucleus size i with deposition temperature 
on (111)A vicinal surface.

Figure 4. The density of GaAs QDs grown on GaAs(111)A with 2° miscut towards (112) as a function of 
deposition temperature. 0.47 eV and 1.47 eV are activation energies for two different Ga droplet nucleation 
regimes.

Figure 5. The density of GaAs QDs grown on GaAs(111)A with 2° miscut towards (112) as a function of Ga 
flux. 0.95 and 0.37 are exponent parameter p of density dependence on Ga flux at 350 and 450 °C, respectively.

α111A ≈ 1

α111A ≈ 0.4

Ga droplets  
on GaAs(111)A 

2º vicinal

1SCIENTIFIC REPORTS |         (2019) 9:14520  | https://doi.org/10.1038/s41598-019-51161-5

www.nature.com/scientificreports

Temperature Activated 
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Artur Tuktamyshev  1, Alexey Fedorov2, Sergio Bietti1, Shiro Tsukamoto1 & 
Stefano Sanguinetti  1

A temperature activated crossover between two nucleation regimes is observed in the behavior of Ga 
droplet nucleation on vicinal GaAs(111)A substrates with a miscut of 2° towards (1̄1̄2). At low 
temperature (<400 °C) the droplet density dependence on temperature and flux is compatible with 
droplet nucleation by two-dimensional diffusion. Increasing the temperature, a different regime is 
observed, whose scaling behavior is compatible with a reduction of the dimensionality of the nucleation 
regime from two to one dimension. We attribute such behavior to a presence of finite width terraces and 
a sizeable Ehrlich-Schwöbel barrier at the terrace edge, which hinders adatom diffusion in the direction 
perpendicular to the steps.

The understanding and the control of the phenomena related to the self-assembly of compound semiconductor 
epitaxial quantum dots (QDs) is an extremely interesting field of research as it blends fundamental physics and 
device application aspects. As a matter of fact, epitaxial QDs have found application in a multitude of photonic 
devices such as QD lasers, photodetectors, single, and entangled photon emitters1–4. Each application drives the 
system toward different size, shape and density as the electronic properties of the QDs strictly depends on these 
physical quantities.

Droplet epitaxy (DE) is a flexible growth method, performed in a Molecular Beam Epitaxy (MBE) environ-
ment, which allows to self-assembly strain free, shape engineered QDs5. DE-QD formation process consists 
of two stages. First, liquid metal droplets are grown in a Volmer-Weber-like mode, followed by crystallization 
and transformation into semiconductor QDs by annealing in As atmosphere6. DE, permits the self-assembly 
on a large variety of substrates, including (111) exact and vicinal surfaces5

. Such surface orientation, owing to 
the intrinsic C3v symmetry, is relevant for the novel application of QDs in quantum photonics as it permits to 
self-assembly QDs with a negligible fine-structure splitting (FSS) of the excitonic emission7 and thus, in turn, 
entangled photon emission. Particular relevance have (111)A vicinal surfaces, which, due to the presence of steps, 
permit the growth of flat surfaces and the implementation of Bragg reflectors into the sample structure.

Fundamental DE-QD properties, volume and density, are then controlled by the droplet characteristics. 
Understanding the metal droplet nucleation process on (111)A and vicinal surfaces in QD-DE self-assembly is, 
therefore, a fundamental step for improving presented entangled photon emitters. As shown by Venables et al.8,9, 
the island density N dependence on the deposition rate F and temperature T gives access to a material param-
eter, the size of the critical nucleus, i (the number of atoms that are part of the largest unstable cluster) which is 
a fundamental parameter for the description of the physical phenomena occurring during the deposition stage. 
The way N depends on i is determined by the actual physically relevant nucleation regime occurring during the 
growth10.

1L–NESS and Department of Material Science, University of Milano-Bicocca, Milano, 20125, Italy. 2L-NESS and 
CNR–IFN, Como, 22100, Italy. Correspondence and requests for materials should be addressed to A.T. (email:  
a.tuktamyshev@campus.unimib.it)

Received: 21 May 2019
Accepted: 11 September 2019
Published: xx xx xxxx

OPEN

1SCIENTIFIC REPORTS |         (2019) 9:14520  | https://doi.org/10.1038/s41598-019-51161-5

www.nature.com/scientificreports

Temperature Activated 
Dimensionality Crossover in the 
Nucleation of Quantum Dots by 
Droplet Epitaxy on GaAs(111)A 
Vicinal Substrates
Artur Tuktamyshev  1, Alexey Fedorov2, Sergio Bietti1, Shiro Tsukamoto1 & 
Stefano Sanguinetti  1

A temperature activated crossover between two nucleation regimes is observed in the behavior of Ga 
droplet nucleation on vicinal GaAs(111)A substrates with a miscut of 2° towards (1̄1̄2). At low 
temperature (<400 °C) the droplet density dependence on temperature and flux is compatible with 
droplet nucleation by two-dimensional diffusion. Increasing the temperature, a different regime is 
observed, whose scaling behavior is compatible with a reduction of the dimensionality of the nucleation 
regime from two to one dimension. We attribute such behavior to a presence of finite width terraces and 
a sizeable Ehrlich-Schwöbel barrier at the terrace edge, which hinders adatom diffusion in the direction 
perpendicular to the steps.

The understanding and the control of the phenomena related to the self-assembly of compound semiconductor 
epitaxial quantum dots (QDs) is an extremely interesting field of research as it blends fundamental physics and 
device application aspects. As a matter of fact, epitaxial QDs have found application in a multitude of photonic 
devices such as QD lasers, photodetectors, single, and entangled photon emitters1–4. Each application drives the 
system toward different size, shape and density as the electronic properties of the QDs strictly depends on these 
physical quantities.

Droplet epitaxy (DE) is a flexible growth method, performed in a Molecular Beam Epitaxy (MBE) environ-
ment, which allows to self-assembly strain free, shape engineered QDs5. DE-QD formation process consists 
of two stages. First, liquid metal droplets are grown in a Volmer-Weber-like mode, followed by crystallization 
and transformation into semiconductor QDs by annealing in As atmosphere6. DE, permits the self-assembly 
on a large variety of substrates, including (111) exact and vicinal surfaces5

. Such surface orientation, owing to 
the intrinsic C3v symmetry, is relevant for the novel application of QDs in quantum photonics as it permits to 
self-assembly QDs with a negligible fine-structure splitting (FSS) of the excitonic emission7 and thus, in turn, 
entangled photon emission. Particular relevance have (111)A vicinal surfaces, which, due to the presence of steps, 
permit the growth of flat surfaces and the implementation of Bragg reflectors into the sample structure.

Fundamental DE-QD properties, volume and density, are then controlled by the droplet characteristics. 
Understanding the metal droplet nucleation process on (111)A and vicinal surfaces in QD-DE self-assembly is, 
therefore, a fundamental step for improving presented entangled photon emitters. As shown by Venables et al.8,9, 
the island density N dependence on the deposition rate F and temperature T gives access to a material param-
eter, the size of the critical nucleus, i (the number of atoms that are part of the largest unstable cluster) which is 
a fundamental parameter for the description of the physical phenomena occurring during the deposition stage. 
The way N depends on i is determined by the actual physically relevant nucleation regime occurring during the 
growth10.

1L–NESS and Department of Material Science, University of Milano-Bicocca, Milano, 20125, Italy. 2L-NESS and 
CNR–IFN, Como, 22100, Italy. Correspondence and requests for materials should be addressed to A.T. (email:  
a.tuktamyshev@campus.unimib.it)

Received: 21 May 2019
Accepted: 11 September 2019
Published: xx xx xxxx

OPEN



6SCIENTIFIC REPORTS |         (2019) 9:14520  | https://doi.org/10.1038/s41598-019-51161-5

www.nature.com/scientificreportswww.nature.com/scientificreports/

Any change in the diffusivity behavior of the adatoms can be monitored through the spatial nearest neighbor 
distribution of droplets (see Fig. 6c,d). From these graphs it is possible to extract the average excluded zone 
around each droplet, which is due to the adatom density depletion stemming from the efficient adatom capture 
by the droplet within one diffusion length from the droplet itself. This makes the adatom density low enough to 
inhibit additional droplet nucleation in the area10. The excluded zone size and shape is then related to the actual 
adatom diffusion on the surface, and it permits to extract a qualitative dependence of this quantity at different 

Figure 6. (a) AFM image of QDs grown on GaAs(111)A with 2° miscut towards (112) at 300 °C (2 × 2 µm2, 
sample T1), corresponding (c) spatial dispersion of neighboring QDs (0.16 × 0.16 µm2) and (e) CZD obtained 
from voronoi tessellation, fitted by GWD. (b) AFM image of QDs grown on GaAs(111)A with 2° miscut towards 
(112) at 450 °C (20 × 20 µm2, sample T4), corresponding (d) spatial dispersion of neighboring QDs 
(1.6 × 1.6 µm2) and (f) CZD obtained from voronoi tessellation, fitted by GWD. Arrows indicate [112] direction 
perpendicular to steps.

β3000C ≈ 5 β4500C ≈ 7
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cluster of size i (the critical nucleus in this approach.)
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where ED is the hopping energy barrier of a monomer.
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Integrating, we obtain
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where ED is the hopping energy barrier and Ei is the cohesion energy of a
cluster of size i (the critical nucleus in this approach.)
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for 3D islands

Exponent relation

α(2β + 1) = 2i


