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Epitaxial Growth — Morphological Instabilities 

4. Surface morphology of GaN epilayers

The ESB-induced adatom nucleation has a profound impact on
the surface morphology of growing layers, which can be classified
within three different categories namely hillock, step-meandering,
or step-bunching [13,14,24]. Hillock formation was first theoreti-
cally described by Villain [26,27]. It occurs in the 2D island
nucleation regime, i.e. on flat surfaces or when the off-axis crystal
misorientation is small (meaning relatively large steps). For
instance, this growth regime has been observed for germanium
homoepitaxially grown at low temperature [15]. In the case of
larger offcut angles, for which the nucleation mainly takes place at
the step-edges, step-meandering prevails. The surface morphology
is then characterized by valleys running perpendicularly to the
step-edges. See for example meandering in Cu [16] or Si [17]
growth. This specific growth instability develops in the presence of
an ESB at a step-edge, which is referred to as the step Ehrlich–
Schwöbel effect (SESE) [28], but also when the ESB is located at a
kink along the step-edge. In this case, it is referred to as kink
Ehrlich–Schwöbel effect (KESE) [13,14].

Due to the specific step-edge atomic bond configuration
imposed by the wurtzite structure, (0001) GaN surfaces exhibit
stable steps of two ML height [29]. Note that the role of the ESB
on macro steps (i.e. 4 ML or more) [30] will not be treated here.
Both hillock and step-meandering regimes occur in the case of
GaN. This is illustrated by AFM images of GaN homoepitaxial
layers in Fig. 3(a) and (b), for growth at 800 1C by NH3-MBE and
at 840 1C by MOVPE, respectively. For comparison, Fig. 3
(c) displays a typical AFM image of a GaN film deposited by
MOVPE under “standard” high temperature growth conditions
(1050 1C, H2 as carrier gas), for which step-flow mode takes
place. In order to verify the kinetic origin of these surface
morphologies, the samples were annealed at 1000 1C under
NH3 atmosphere. As expected all annealed samples display
regular staircase surface features similar to what is observed
in Fig. 3(c). KMC simulations carried out including ESB effects on
a hexagonal system are displayed in Fig. 3 as well: when
increasing the diffusion length, the surface is predicted to
evolve from hillocks to step-meandering (Fig. 3(d) and (e),

respectively). Step-flow-like surface is obtained when consider-
ing a very low (or no ESB) (Fig. 3(f)). These simulations are
in line with our experimental results and consistent with
previous KMC simulations developed for a cubic system [25].
This further confirms the kinetic origin of the different surface
morphologies.

As already mentioned, the surface morphology is governed by
Λ/L, and the growth temperature (Tgr) is the main parameter that
affects Λ. As an illustration, the surface morphologies of a GaN
homoepitaxial layers grown by NH3-MBE at three different tem-
peratures are displayed in Fig. 4: hillocks are observed for
Tgr¼800 1C (Fig. 4(a)) and step-meandering for Tgr¼865 1C
(Fig. 4(b)). The high decomposition rate of GaN at high tempera-
ture [31] requires a large NH3 overpressure, which rapidly
becomes incompatible with molecular beam requirements. Thus
we were limited to a temperature of 920 1C, for which the surface
gets smoother (Fig. 4(c)) but not as smooth as surfaces obtained
with MOVPE at Tgr41000 1C. When increasing Tgr over this range
of temperatures, the root mean square surface roughness for a
5"5 mm² area reduces from 6.1 to 1.1 nm.

These three different surface morphologies have also been
reproduced using PAMBE, for which it is well known that smooth
GaN surfaces can be obtained (Fig. 4(f)) under properly tuned
gallium-rich conditions [32]. On the other hand, when decreasing
the III/V ratio towards nitrogen-rich conditions, 3D hillock mor-
phology is often observed [33]. However, at higher growth
temperature and using the growth window described by Kobl-
mueller et al. [22,23], both hillock and step-meandering can form
under nitrogen-rich conditions, as illustrated in Fig. 4(d) and (e). In
these particular cases, a sample was grown at 790 1C, but with
different surface misorientations due to local variations of the
miscut angle of FS GaN substrate, which in turn induce various Λ/L
values, hence different growth modes.

5. Scaling of the surface morphology

First of all, it should be mentioned that an excess of endoge-
neous or exogeneous adatoms at the surface can induce a

Fig. 3. AFM images of GaN epilayers and corresponding KMC simulation images for (a) and (d) the hillock regime, (b) and (e) the step-meandering regime, (c) and (f) the
step-flow regime. The layer in (a) was grown by NH3-MBE at 800 1C. The layers in (b) and (c) were grown by MOVPE at 840 1C and 1050 1C, respectively.
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surfactant effect [34], which will modify the diffusion length Λ and
thus the surface morphology. Here we intentionally did not
consider those situations when investigating the scaling behavior
of GaN growth.

As shown in Fig. 5(a) for hillocks, the height of the features
increases slowly with the thickness of the layer, while their lateral
dimension remains constant. This is characteristic of ESB-induced
surface roughening [13]. However this holds only for homoepitax-
ial growth. In the case of heteroepitaxy, the lateral dimensions
might change due to strain relaxation processes, leading to
thickness-dependent feature sizes [10]. Theoretically, for a given
growth temperature, the lateral feature size (λ) (or periodicity)
should be proportional to Vgr

!β, with Vgr the growth rate and β the
scaling factor [13,35]. Indeed, the growth rate affects the mean-
free path of the adatoms and therefore their effective diffusion
length. In Fig. 5(b), λ is plotted over Vgr for both the hillock and the
step-meandering regimes (see the corresponding AFM images in

the insets). From these plots, we extracted scaling factors of 0.61
and 0.45, respectively. As expected, β is larger for hillock regime
than for step-meandering. This comes from the fact that, in the
hillock regime, the mass transport contributing to surface mod-
ulations comes laterally from all directions, whereas only the mass
transport parallel to the steps contributes in the step-meandering
regime. In the literature, one can find β"0.5 for 2D SESE and
β"0.25 for 1D KESE (both for step-meandering) [35–37]. In our
study, β¼0.45 is close to the theoretical value of 0.5 and is
therefore in favor of a dominant 2D SESE. Here, one should notice
that this scaling law remains valid within one growth regime only.
Indeed, by reducing the growth rate and thereby increasing the
diffusion length, nucleation processes can change from 2D to 1D.
On the other hand, a transition from step-meandering to smooth
step-flow morphology may occur by further reducing the growth
rate (dashed line in Fig. 5(b)). This will be discussed in more detail
in the following.

Fig. 4. AFM images of NH3-MBE-grown GaN layers in hillock, step-meandering, and step-flow regime. For (a), (b) and (c) the growth temperatures were 800 1C, 865 1C and
920 1C, respectively. The sample displayed in (d) and (e) was grown by nitrogen-rich PAMBE at 790 1C on FS GaN (unintentionally offcut variations of the GaN FS substrate are
responsible for the different morphologies). (f) Step-flow growth surface obtained by PAMBE at 740 1C under metal-rich conditions.

Fig. 5. (a) Dependence of the peak-to-valley ratio with the layer thickness. (b) Dependence of the periodicity λ with the growth rate Vgr for the hillock regime (black) and the
step-meandering regime (red), for layers grown by NH3-MBE and MOVPE, respectively. A scaling factor of β¼0.61 is deduced for the hillock morphology and β¼0.45 for the
step-meandering regime. At very low Vgr a transition between two different growth regimes occurs, indicated by the dashed lines. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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kMC — Moving Steps
Narrowing of terrace-width distributions during growth on vicinal surfaces

Fig. 1: (Color online) Images (200× 1000 sites) of the vicinal
surface after deposition of 150ML for 3 growth rates (left
to right): near equilibrium (F=0.1ML/s), moderate growth
(F=1ML/s), and rapid growth (F=10ML/s) near the upper
limit of step-flow growth.

collapses at smaller F [30].) Sublimation is forbidden, and
there is no interaction between steps besides the entropic
repulsion. There are 1000 lattice sites in the ŷ-direction
along the steps, with periodic boundary conditions. In the
x̂-direction, there are 200 lattice spacings a and N = 20
steps, created by screw-periodic boundary conditions, so
that ⟨w⟩= 10a. To gauge Fc from eq. (3), we estimate the
hop as the generic value 1013 s−1 [31]. Then

Fc =
4a2×1013 e−Ed/kBT

⟨w⟩2 s → 4× 104 atoms
s
= 0.2

ML

s
.

(4)
We focus on the effect of deposition with symmetric

attachment (EES = 0), considering non-zero EES near the
end. After trial runs at various deposition rates F , we
carried out extensive studies for F = 0.1, 1.0, and 10ML/s.
These rates span the range from a barely perceptible effect
to the verge of the meandering instabilities that herald
the crossover from step-flow growth to nucleation-limited
growth. Figure 1 shows “snapshots” of the step configura-
tions at these three deposition rates after 150monolayers
(ML), steady-state being reached by 100ML [29]. In fig. 2
there are corresponding plots of the TWD [29]. Unlike in
our equilibrium studies, we do not average over several
runs. Noteworthy results include:

1) For F = 0.1ML/s the TWD is nearly unchanged from
the equilibrium TWD. The curve is well described
by the Wigner distribution for ϱ= 2 (best fit value
= 2.07), corresponding to only entropic interactions
(“free fermions”). This behavior is consistent with our
estimate in eq. (4): F = 0.1ML/s! Fc is a “small”
deposition rate, at which the quasi-static approxi-
mation is expected to apply. The higher deposition
rates, above Fc, lead to best fits with ϱ≈ 4.39 and
5.24 (which values, at equilibrium, would translate
into effective interaction strengths Ã≈ 2.6 and 4.2)
for F = 1 and 10ML/s, respectively. In other words,
the deposition leads to a TWD progressively narrower
than in equilibrium; this can be expressed as an

Fig. 2: (Color online) Simulated terrace-width distribution
(TWD) for the 3 cases of fig. 1. The F = 1.0 set is displaced
upward by 0.4, the F = 10 case by 0.8, for clarity. The solid
curves show fits to a Gaussian, while the dotted curves are
GWDs, eq. (1), for the indicated values of ϱ.

effective repulsion between the steps, and points to
a breakdown of the quasi-static approximation.

2) The breakdown of the quasi-static approximation
takes place well into the step flow regime, before
any islands nucleate on the terraces. As such, it
is experimentally relevant, and may complicate the
estimates of the ES barrier, which is known to also
produce narrowing of the TWD. (See quantitative
analysis below.)

3) For the highest two deposition rates the TWD can
be adequately described by a Gaussian, although it is
then less straightforward [18] to extract the effective
interaction strength (see footnote 1). This TWD
behavior is reminiscent of that found by Videcoq
et al. [32].

4) The meandering of the individual steps increases
with F . In equilibrium this would correspond to a
decrease in the step stiffness β̃. Correspondingly, at
fixed A we would expect Ã≡Aβ̃/(kBT )2, and so ϱ,
to decrease as well. The observed increase in ϱ clearly
highlights the kinetic origin of the repulsions (all the
more so because A= 0 in our simulations).

5) For the largest value of F , we see that a key assump-
tion, that the step position is a single-valued function
of the position y along the step, is about to break
down.

This analysis was done for ⟨w⟩= 10 on a 200× 1000
lattice. The large size in the ŷ direction minimizes
finite-size effects. In some early runs [29], we considered
several values of ⟨w⟩—2, 4, 8, 10, 20— but on a 400× 400
lattice. Saturation of σ was achieved after of order
100ML. These saturation values were semiquantitatively
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Abstract – We present analytic and numerical results for the steady-state, non-equilibrium
terrace-width distribution (TWD) of steps during growth on vicinal surfaces. Kinetic Monte Carlo
shows that the TWD narrows progressively with increasing flux until the model breaks down. The
narrowing corresponds to kinetic repulsion between moving steps, due to the intrinsic asymmetry
of the adatom diffusion current on a growing surface. With a 1-dimensional (1D) model, from a
Burton-Cabrera-Frank approach, we make contact with previous work, in which the attachment
asymmetry can also be due to electromigration or to asymmetry in attachment rates; we deduce
an expression for the narrowing via a Fokker-Planck analysis. We illustrate how Ehrlich-Schwoebel
barriers (although inducing an instability in 2D) also lead to such asymmetry and narrowing.

Copyright c⃝ EPLA, 2009

With equilibrium properties of vicinal surfaces [1,2]
—especially the form of the terrace-width distribution
(TWD) [3]— relatively well understood, much attention
now focuses on non-equilibrium aspects, notably in long-
fascinating field of growth [4–6]. In this paper, we apply a
well-tested generic model to study how deposition modifies
the TWD. We identify a deposition rate below which the
flux does not measurably alter the TWD and show that
higher flux produces a narrowing of the TWD equivalent
to the creation of an effective repulsion between steps.
This heretofore undocumented narrowing heralds the
breakdown of the standard quasi-static approximation;
the narrowing increases with flux until the step model
loses meaning. We present a formal argument to account
qualitatively for the narrowing in terms of flux-induced
asymmetry in attachment probability p to upper and lower
step edges. A more familiar source of such asymmetry is
the Ehrlich-Schwoebel (ES) barrier [7] EES. In the limit of
very slow growth, EES also produces an attachment asym-
metry leading to such narrowing, but eventually leads to
a Bales-Zangwill (BZ) meandering instability [8]. In
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(b)Present address: Attaché for Science and Technology, Consulate
General of France - Houston, TX, USA; E-mail: alpimpin@univ-
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contrast, an inverse Ehrlich-Schwoebel effect (in this
context due to EES < 0) leads to a bunching instability [9]
with an attendant bimodal TWD. Hence, it is of interest
to investigate the stable case EES = 0, even if physical
systems are not likely to precisely satisfy this condi-
tion [10]. (This limit has been examined, e.g., for spiral
surface growth [11].) Other well-known sources of attach-
ment asymmetry are electromigration [12,13], [atomisti-
cally induced] differences in attachment rates [9,14], and
impurities [15–17].
In equilibrium the width of the TWD narrows with

increasing strength A of the energetic (i.e. non-entropic)
repulsion A/w2, where w is the separation between two
steps (in the downstairs direction, x̂ in “Maryland nota-
tion” [1,3,18–20]. Invariably the analysis of the TWD
is based on the transcription of the configuration of
steps in two spatial dimensions to the world lines of
spinless fermions in one spatial dimension (x̂) and a
time-like dimension (ŷ, along the steps). It follows that
the only dependence on A is through the dimensionless
combination Ã≡Aβ̃/kBT )2, where β̃ is the step stiff-
ness. In the, alas, customary [1] fit of the TWD by a
Gaussian, the standard deviation σ∼ Ã−1/4. Whether this
is a precise proportionality, and what the proportionality
constant then is, depends on the approximation used [18].
A more sophisticated analysis [3,18–20] uses a fit to the
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Narrowing of terrace-width distributions during growth on vicinal surfaces

Fig. 4: Images of the simulated 200× 1000 vicinal surface
after deposition of 20ML for Ehrlich-Schwoebel barriers EES,
from left to right: 0.1 eV, 0.3 eV, infinite. Other parame-
ters are L= 10, T = 723K, F = 0.01ML/s, Ed = 1.0 eV, and
Ea = 0.3 eV.

of the 1D linear model, eq. (8), going beyond the mean-
field limit given in eq. (13). While the power series of his
result agrees with that of the first result in eq. (13) until
the third-order term, ∝ t̃ 3/(1− 2p)2, the exact variance
actually diverges for long time like

√
t̃/(1− 2p) rather

than saturating, in contrast to the numerical results in
2D; however, this long-time behavior is sensitive to the
assumptions about the noise term added to eq. (8) [40].
An Ehrlich-Schwoebel barrier [7] offers a different, well-

known way to break the upstairs-downstairs symmetry
[4–6,41,42]. The resulting anisotropy is controlled through
EES, which ranges from 0 to ∞; we consider the interme-
diate values 0.1, 0.2, 0.3, and 0.4 eV. At T = 723K, the
TWD has nearly converged to the infinite-barrier limit by
EES = 0.4, and the runs become prohibitively slow. To
distinguish ES-induced narrowing from flux-induced
narrowing, we simulate at low enough flux that there
is no observable narrowing when EES = 0; we use
F = 0.01ML/s. (Even at F = 0.1ML/s, by 100ML there
is a Bales-Zangwill (BZ) [8] instability —absent when
EES = 0.)
Figure 4 shows snapshots of the step configurations for

a range of values of EES. Initially sharp, the TWD reaches
its saturation width after a short transient regime of a few
ML growth. The configurations are recorded after 20ML,
before the onset of periodic unstable BZ meandering. The
resulting TWDs, for all values of EES that we studied,
are displayed in fig. 5, along with Gaussian fits. The stan-
dard deviation of the TWD decreases from σ∼ 0.43 (NB:
σ= 0.42 for Ã = 0 at equilibrium [20,27]) to σ∼ 0.22
for an infinite ES barrier. Correspondingly, in fig. 4 we
see behavior reminiscent of Bullet 4 above, with increas-
ing EES rather than F ; the number of close-approaches
decreases3, and the number of kinks increases, though now
as a prelude to the BZ instability. When F is too small
to produce significant attachment asymmetry, the asym-
metry due to EES satisfies p/(1− p) = exp(−EES/kBT).
With eq. (9) we obtain an effective barrier —when

3Figure 4 shows a non-zero probability for vanishing w, indicating
that steps can touch each other to form double-height steps in our
algorithm. This variant from strictly fermion behavior leads to a
finite-size–dependent decrease in the effective repulsion between the
steps. In collaboration with K. Kim and R. Sathiyanarayanan, we
discuss this subtle issue in detail elsewhere (unpublished drafts).

Fig. 5: (Color online) TWDs from simulated configurations
(cf. fig. 4) with T = 723K and very small F = 0.01ML/s. The
smooth curves are Gaussian fits, with the indicated standard
deviations σ. With increasing EES the TWD evidently narrows
(σ decreases).

actually EES = 0— due to the flux:
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Similarly, we could deduce an effective electromigration
force [35] due to the flux.
In summary, we have shown gauged the flux (F ⟨w⟩2/

D < 2× 10−7exp(Ed/kBT) in our model, 0.1ML/s for our
choice of parameters) below which there is negligible
change from the equilibrium TWD.With stronger flux, the
quasi-static approximation fails, and the TWD narrows
progressively, consistent with an effective step-step
repulsion. Most experimental techniques used to probe
equilibrium TWDs could observe the TWD narrowing
during growth, though efforts have focused instead on
step bunching and other instabilities [43]. In simulations
of etching, the TWD can have the same GWD-like shape
when the etchant is stirred (i.e. surface diffusion is
unimportant) [44]; however, σ should be rate-independent
since etched atoms do not diffuse before detaching [45].
Flux effects might well contribute to the TWD narrowing
(by ∼ 1/4) observed with reflection electron microscopy
on vicinal Si(111) at 1100 ◦C (compared to 900 ◦C), where
an incident flux compensated for desorption [46].
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Net current “up”: leads to meandering steps and/or mounds

Spontaneous structural pattern formation S3231

Figure 5. Topographic images of the Cu(0 2 24) surface after two subsequent step flow
growth sequences, first after deposition of ! = 10 ML at T ≈ 255 K (a), and subsequently
onto that meandered morphology another 10 ML at T ≈ 340 K (b). The incident flux is
F = 3 × 10−3 ML s−1; in (c) and (d) the order of sequences is reversed. The selected wavelength
locks into the value obtained for growth starting from the pristine surface in both cases. Dimensions
are 70 nm × 70 nm (a) and (b), 160 nm × 160 nm (c), and 100 nm × 100 nm (d).

Figure 6. ‘Zoom’ into the ledge configuration in the meandering instability regime on (a) Cu(0 2 24)
and (b) Cu(1 1 17). ! = 9 ML, F = 3 × 10−3 ML s−1, T = 245 K (a), and ! = 18 ML,
F = 5 × 10−3 ML s−1, T = 280 K (b). The size of the images is 40 nm × 40 nm.

(figure 5(a)) starting from the pristine surface and subsequently onto the meandered topography
at higher temperature (figure 5(b)), or vice versa (figures 5(c), (d)): the system always adapts to
those patterns that are observed for deposition on the pristine surface at that given temperature.

A close inspection of the meandered step geometry reveals (figures 6(a), (b)) that the ledge
configuration locks into the close-packed ⟨110⟩ directions in both cases,resulting in a ‘sawtooth
(triangular)’ appearance on Cu(0 2 24) and a ‘stacked (nearly rectangular)’ appearance on
Cu(1 1 17). Back-to-front symmetry [10] is observed only for Cu(0 2 24). In contrast, for



Unstable morphologies

GaN vicinals — meandering steps or mounds

surfactant effect [34], which will modify the diffusion length Λ and
thus the surface morphology. Here we intentionally did not
consider those situations when investigating the scaling behavior
of GaN growth.

As shown in Fig. 5(a) for hillocks, the height of the features
increases slowly with the thickness of the layer, while their lateral
dimension remains constant. This is characteristic of ESB-induced
surface roughening [13]. However this holds only for homoepitax-
ial growth. In the case of heteroepitaxy, the lateral dimensions
might change due to strain relaxation processes, leading to
thickness-dependent feature sizes [10]. Theoretically, for a given
growth temperature, the lateral feature size (λ) (or periodicity)
should be proportional to Vgr

!β, with Vgr the growth rate and β the
scaling factor [13,35]. Indeed, the growth rate affects the mean-
free path of the adatoms and therefore their effective diffusion
length. In Fig. 5(b), λ is plotted over Vgr for both the hillock and the
step-meandering regimes (see the corresponding AFM images in

the insets). From these plots, we extracted scaling factors of 0.61
and 0.45, respectively. As expected, β is larger for hillock regime
than for step-meandering. This comes from the fact that, in the
hillock regime, the mass transport contributing to surface mod-
ulations comes laterally from all directions, whereas only the mass
transport parallel to the steps contributes in the step-meandering
regime. In the literature, one can find β"0.5 for 2D SESE and
β"0.25 for 1D KESE (both for step-meandering) [35–37]. In our
study, β¼0.45 is close to the theoretical value of 0.5 and is
therefore in favor of a dominant 2D SESE. Here, one should notice
that this scaling law remains valid within one growth regime only.
Indeed, by reducing the growth rate and thereby increasing the
diffusion length, nucleation processes can change from 2D to 1D.
On the other hand, a transition from step-meandering to smooth
step-flow morphology may occur by further reducing the growth
rate (dashed line in Fig. 5(b)). This will be discussed in more detail
in the following.

Fig. 4. AFM images of NH3-MBE-grown GaN layers in hillock, step-meandering, and step-flow regime. For (a), (b) and (c) the growth temperatures were 800 1C, 865 1C and
920 1C, respectively. The sample displayed in (d) and (e) was grown by nitrogen-rich PAMBE at 790 1C on FS GaN (unintentionally offcut variations of the GaN FS substrate are
responsible for the different morphologies). (f) Step-flow growth surface obtained by PAMBE at 740 1C under metal-rich conditions.

Fig. 5. (a) Dependence of the peak-to-valley ratio with the layer thickness. (b) Dependence of the periodicity λ with the growth rate Vgr for the hillock regime (black) and the
step-meandering regime (red), for layers grown by NH3-MBE and MOVPE, respectively. A scaling factor of β¼0.61 is deduced for the hillock morphology and β¼0.45 for the
step-meandering regime. At very low Vgr a transition between two different growth regimes occurs, indicated by the dashed lines. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Nils.A.K. Kaufmann et al. / Journal of Crystal Growth 433 (2016) 36–42 39

AFM images of NH3-MBE-grown GaN layers in 
hillock, step-meandering, and step-flow regime. 
For (a), (b) and (c) the growth temperatures were 
800ºC, 865ºC and 920ºC, respectively. 
The sample displayed in (d) and (e) was grown by 
nitrogen-rich PAMBE at 790ºC on FS GaN 
(unintentionally offcut variations of the GaN FS 
substrate are responsible for the different 
morphologies). (f) Step- ow growth surface obtained 
by PAMBE at 7401C under metal-rich conditions.



GaN vicinals — meandering steps + small mounds or mounds

The Al content, quantum well, and barrier thicknesses were
deduced from ω/2θ high-resolution x-ray diffraction and summa-
rized in Table I.

The high-resolution cathodoluminescence was performed with
a MonoCL4 GATAN system equipped with a high-sensitivity pho-
tomultiplier mounted on a field emission gun scanning electron
microscope (FEG-SEM; JEOL JSM700F). The electron beam
current ranges typically from 1 to 4 nA and the voltage beam is
fixed at 5 keV. Dispersed light is collected through a paraboloidal
mirror and quantified as a whole using a CCD detector with a sen-
sitivity range from 250 to 1050 nm. Acquisition time is fixed to
350 μs/pixel. All observations are done at room temperature.

Morphological and structural analyses of the considered
samples were performed using a ThermoFisher Titan SPECTRA
200 transmission electron microscope (TEM) operating at 200 kV
equipped with a cold FEG and a Cs aberration probe corrector. All
the analyses were performed using a probe convergent semi-angle
of 29.4 mrad and a collection angle between 109 and 200 mrad
allowing STEM-HAADF Z-contrast imaging.

Low temperature PL at 10 K was performed using the 244 nm
line of a frequency-doubled Ar laser with a spot diameter of
130 μm as the excitation source.

Spatially resolved micro(μ)-PL measurements were conducted
at 65 K using a continuous wave laser emitting at 355 nm, focused
onto a0≈ 1.5 μm-radius spot on the sample surface. The PL images
were collected by a microscope objective that allows for ten times
magnification and filtered through a vertical slit, which selects a
250 × 1 μm2 area on the sample surface. These spatial areas were
analyzed by a spectrometer equipped with a 1200 lines/mm grating
and a 2048 × 512 pixels CCD camera. The PL images that can be
obtained with this set up are characterized by spatial and spectral
resolution of ≈ 1 μm and ≈ 1 meV, respectively.

III. SAMPLE GROWTH AND SURFACE
CHARACTERIZATION

The surfaces of GaN (or AlGaN with a low Al composition
typically below 0.2) grown by molecular beam epitaxy using
ammonia as the nitrogen source under N-rich conditions are gen-
erally constituted by hillocks (or mounds)54 which are not related
to a spiral growth but rather to the existence of a step-edge barrier

for the diffusion of adatoms (Ehrlich–Schwoebel barrier).55,56 This
growth regime is unstable and induces a coarsening of the mounds
and an increase of the surface roughness when the epitaxial layer
thickness increases.54 In order to improve the surface morphology,
a step-flow growth regime would be preferable and one solution to
reach this regime would be to increase the growth temperature.56

This is the purpose of the study described below.

A. Series as a function of temperature (samples A–D)

Figure 1 shows the AFM images of the surface of the first
series of samples (A–D). The growth temperature has a strong
impact on the surface morphology: the root mean square (rms)
roughness of these 10 × 10 μm2 AFM images is 1.2, 0.6, 2.3, and
6.4 nm for growth temperatures of 743, 773, 796, and 818 °C,
respectively. At 743 °C, the surface is composed of a mix of
mounds and step meandering [Fig. 1(a)] with a characteristic size
of ∼0.8 μm. At 773 °C [Fig. 1(b)], the mounds tend to disappear
and the surface is nearly exclusively composed of step meandering
(the meanders or valleys are perpendicular to the steps) with a
mean distance between valleys of ∼1.2 μm. The valleys are approxi-
mately oriented along the [11!20] axis while the steps are oriented
parallel to the [1!100] axis. For temperatures larger than 800 °C
[Figs. 1(c) and 1(d)], the surface becomes strongly pitted because
of the large desorption rate of N and NHx species

57 and an insuffi-
cient ammonia flow to stabilize the surface. The size and the
density of the pits increase with the temperature. The mean equiva-
lent diameter of the pits is 54, 86, and 146 nm, and the pit density
is 6.7 × 10−7, 3.0 × 10−8, and 5.5 × 10−8 cm−2 for growth tempera-
tures of 777, 796, and 818 °C, respectively. The formation of pitted
GaN surfaces grown by MBE at relatively high temperature was
already observed.55,58 This issue can be solved by increasing the
ammonia flow to compensate the N desorption. With such strategy,
the growth of GaN by ammonia-MBE in a quasi-step-flow regime
at 920 °C was demonstrated showing smooth surfaces with a rms
roughness of 1.1 nm for 5 × 5 μm2 AFM image.56

B. Improved process (samples A0 and B0)

In the second set of samples, the GaN substrates were system-
atically overgrown by a 1.1 μm-thick GaN layer by MOVPE. We
observed that this kind of substrate preparation before MBE

FIG. 1. 10 × 10 μm2 atomic force microscopy images of the AlGaN surface of samples A–D [(a)–(d)]. The growth temperature increases from 743 °C (left) to 818 °C
(right). The scale bar corresponds to 2 μm.
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Morphological instabilities in epitaxial growth: a case study

Cu (0,2,24) Cu (1,1,17)

Morphological instability of Cu vicinal surfaces during step-flow growth
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The step-flow growth of Cu on vicinal Cu surfaces, Cu !1 1 17" and Cu !0 2 24", is investigated by
variable-temperature scanning-tunneling microscopy. These vicinal surfaces have identical terrace widths but
their step orientation differs by 45°. Upon growth, the surfaces develop a step-meandering instability, resulting
in an in-plane patterning of the surfaces with a temperature- and flux-dependent characteristic wavelength #u .
The instability-induced structural patterns depend on the step orientation and are the manifestation of the
Bales-Zangwill instability in both cases. The selected characteristic wavelength is interpreted as the interplay
of a destabilizing effect due to the presence of the Ehrlich-Schwöbel barrier and a stabilizing mechanism
presumably due to ‘‘diffusion noise.’’ As a result, #u is proportional to the one-dimensional nucleation length
ln along a straight step, involving the diffusion barrier along both the $110% and $100% step orientations on
Cu!001".
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I. INTRODUCTION

On vicinal surfaces growth usually proceeds by incorpo-
ration of adatoms to preexisting steps, the so-called step-
flow-growth regime. The existence of an excess energy bar-
rier associated with diffusion over descending steps,1 the
Ehrlich-Schwöbel !ES" barrier EES , introduces an asymme-
try in the probabilities for attachment to ascending and de-
scending steps, attachment to ascending steps being favored.
While playing a stabilizing role during growth in the step-
train direction !STD",1 the ES effect may induce a determin-
istic morphological instability along the step edge !step di-
rection, SD". Considering step-edge perturbations of the
form eikx"&t, where k is the wave number along the step
edge and & is the perturbation amplification rate, linear
theory2 predicts a dispersion relation &#'k2!(k4. Steps
are thus morphologically unstable against modes with wave-
length larger than #c#2)!(/' and the most unstable
growth mode has a wavelength #u#2)!2(/' . Therefore,
upon step-flow growth, a transverse meandering with a char-
acteristic wavelength2 #u is likely to emerge on a vicinal
surface, introducing a new in-plane periodicity along SD.
Since the pioneering work by Bales and Zangwill,2 nu-

merous theoretical investigations have been devoted to this
topic using continuum approaches3–5 and Monte Carlo
simulations.5 Experimentally, very few studies address the
predicted Bales-Zangwill !BZ" instability6,7 and almost no
information on the meandering characteristics and its con-
trolling parameters is available so far.
Here, we report on our investigation of homoepitaxial

step-flow growth on Cu !1 1 17" and Cu !0 2 24" surfaces by
means of temperature-variable scanning-tunneling micros-
copy !STM". Both surfaces develop structural patterns dur-
ing growth that can be attributed to the BZ morphological
instability. The identical terrace width and the difference in
step orientations of these surfaces allow us to compare the
influence of physically crucial parameters on unstable
growth, such as the kink-formation energy * or the diffusion
barrier along the step edge Es . The results presented in Ref.
8 are extended and corrected. In Ref. 8 Cu !0 2 24" has been

erroneously referred to as Cu !1 1 17" due to a mistake in the
crystal-orientation procedure.
The paper is organized as follows. Section II describes the

details of the STM experiments. In Sec. III the experimental
results are presented. These experimental results are dis-
cussed in the frame of the linear BZ theory in Sec. IV. Sec-
tion V summarizes the present work.

II. EXPERIMENTAL DETAILS

The measurements of the meandering instability have
been performed on Cu !1 1 17" and Cu !0 2 24". These
vicinal surfaces are produced by slightly misorienting the
macroscopic surface plane away from the singular !100" ori-
entation towards the +111, and +011, directions, respectively,
thus they are made up of !001" terraces separated by steps of
monoatomic height. The tilt angle is 4.8°$0.1° in both
cases, resulting in a terrace width of l#2.17$0.05 nm. The
difference in structure is that in Cu !1 1 17" steps are oriented
along the close-packed $110% direction, while in Cu !0 2 24"
steps run parallel to $100%.
The commercial Cu single crystals have been oriented by

Laue diffraction, cut by spark erosion, and mechanically and
electrochemically polished !Mateck GmbH". Both Cu single
crystals have been desulphurized prior to the STM experi-
ments by heating at 1170 K under H2 flow for two months.
The samples were then introduced into the vacuum system
for further cleaning and surface preparation. The cleaning
procedure consists of repeated cycles of 600-eV Ar" sputter-
ing followed by a 15 min anneal to 700 K.
The experiments have been performed in a standard

variable-temperature scanning-tunneling microscope !Omi-
cron GmbH". The base pressure in the ultrahigh vacuum
chamber is 1.0%10!10 mbar. Copper has been deposited at
normal incidence using a desulphurized Cu source located at
about 10 cm from the sample surface. The incident flux !F" is
calibrated with a quartz balance and set to 3%10!3 ML/s
!monolayers/s" in those series of experiments, in which the
surface temperature has been varied. During deposition, the
substrate temperature !T" has been monitored using a
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chromel/alumel thermocouple clamped to the sample holder,
and controlled within !5 K.
The experimental procedure is as follows: After the last

cleaning cycle, the sample is slowly cooled down to the de-
sired temperature, ranging from 245 to 385 K. Aminimum of
5 ML Cu is then deposited at a given flux and substrate
temperature. After deposition, the sample is transferred to the
STM stage and quenched below 180 K prior to imaging.
During sample transfer, which took about 2 min, the tem-
perature rises by less than 5 K. We have checked explicitly
that under these conditions the meandering characteristics
that have developed during step-flow growth are preserved.
STM topographs have been recorded with tunneling cur-

rents I tun and bias voltages !V tun in the range "0.1 nA, 1.5
nA# and ""0.1 V, "1.5 V# $sample grounded%, respectively.
Regarding the structural features of the observed meandering
instability, no significant influence of these parameters on the
recorded morphology has been noticed.

III. EXPERIMENTAL RESULTS

A. Cu „1 1 17… surface
Figure 1 presents a 95#95 nm2 STM topograph of the

pristine Cu $1 1 17% surface recorded at room temperature
prior to deposition. Figure 1 is representative of the quality
of the surface in the present study. The density of pinning
centers is less than 5 per (100 nm)2. The surface consists of
regularly spaced monoatomic steps with straight front edges
running along the dense &110' direction. Due to the lack of
atomic resolution, the step orientation has independently
been determined by Laue diffraction in the present study. An
increase/decrease of the crystal temperature results in an

increase/decrease of the frizziness of the front edges due to
activated kink diffusion9 at high temperatures. Long-range
ordering of the vicinal surface has been checked by repeated
scans at macroscopically different positions of the tip on the
sample surface.
Figure 2 shows a 200#200 nm2 STM topograph represen-

tative of the Cu $1 1 17% surface after deposition of 18 ML
Cu at F$1.8#10"2 ML/s and a substrate temperature of T
$280K. In contrast to the pristine surface $Fig. 1%, one ob-
serves now front edges exhibiting a large collective in-phase
meandering in the form of stacked, rectangle-shaped cells.
Phase correlations develop along both the step $SD% and
step-train $STD% directions. The cellular structure defines a
characteristic length (u along the SD. The cells display a
flat-top morphology giving rise to growth patterns in the
stacking direction $STD%.
Figure 3 displays the surface morphology obtained after

deposition of 80 ML at F$1.8#10"2 ML/s and a substrate
temperature of T$285K. As can be seen, both the lateral
$analog SD% and perpendicular $analog STD% phase correla-
tions improve with increasing coverage. Growth patterns in
the form of flat-top rectangular shapes stacked along the
STD separated by well-defined gaps are now observed. Oc-
casionally, where the lateral dimension of a front edge ex-
ceeds the characteristic wavelength (u , a splitting occurs,
giving birth to bifurcated patterns. These growth features
usually start and end up at points, where the step-flow
growth has led to the formation of pyramidlike structures.
Observation at a larger scale ")$300 nm%2# shows that these
pyramidal structures are frequently packed together and
aligned along the SD. It is worth noting that annealing of the
sample for several hours to 700 K restores the morphology
of the pristine vicinal surface.

FIG. 1. 95#95-nm2 STM topograph of the pristine Cu $1 1 17%
surface, thus prior to Cu deposition. A staircase ascending from left
to right with straight front edges aligned from top to bottom is seen.
Recording parameters are tunneling current I tun$1 nA, bias voltage
!V tun$"0.2 V $sample grounded%, and the sample temperature
Tsam$296 K $room temperature%.

FIG. 2. 200#200-nm2 STM topograph of the Cu $1 1 17% sur-
face after deposition of 18 ML at F$1.8#10"2 ML/s and T
$280 K substrate temperature. Front edges exhibit large collective
in-phase transverse meandering in the form of stacked rectangular
profiles. Tunneling current I tun$1 nA, bias voltage !V tun$"1 V,
and sample temperature Tsam$180 K.
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Cu vicinals — unstable growth:  
meandering steps (?) + pyramids (?)

Similar structural patterns develop in a wide range of both
substrate temperature and incident flux, all characterized by
the selection of a specific wavelength. The temperature de-
pendence of the meandering wavelength !u in the range for
substrate temperatures confined between 275 and 385 K is
presented in Fig. 4"a#; its flux dependence in the range from
2.7!10"3 to 1.1!10"2 ML/s is shown in Fig. 5"a#.
Each data point represents an average over five to ten

images that have been taken at different positions on the
sample. About ten wavelength measurements have been ex-
tracted from each individual STM image and averaged. The

wavelength is then taken as the average of the mean values
calculated from each individual image. Length calibration
makes use of the fact that the step-flow growth is stable
along the STD.1,6 The mean terrace width keeps thus a con-
stant value equal to l. Reported temperatures correspond to
the temperatures at the beginning of the deposition, discard-
ing the slight temperature rise "$#5 K# that occurs during
deposition due to the presence of the hot Cu source in the
proximity of the sample.10
As can be seen in Fig. 4"a#, the temperature dependence

of the meandering wavelength !u shows an Arrhenius-type
behavior. The wavelength !u increases with temperature at a
slope of 92 meV. In units of terrace width l ,!u ranges from
6.5 at T$276K to 18.8 at T$385K.
The flux dependence %Fig. 5"a#& shows a power-law de-

pendence of the type 1/Fn with n$0.21%0.08. The wave-
length !u decreases with increasing flux ranging from !u /l
$7.75 at F$2.7!10"3 ML/s down to !u /l$5.70 at F
$1.1!10"2 ML/s.

B. Cu „0 2 24… surface
Similar to the Cu "1 1 17# surface, the Cu "0 2 24# surface

develops a meandering instability during homoepitaxial step-
flow growth.8 Note that in Ref. 8 Cu "0 2 24# has been
erroneously referred to as Cu "1 1 17# due to a mistake in the
crystal-orientation process.
Figure 6 shows a 130!130 nm2 topograph of a Cu "0 2

24# surface after deposition of 20 ML at F$3.0
!10"3 ML/s and T$250K. As one can observe, front edges
show a collective in-phase meandering with phase correla-
tion developing along both the SD and STD. For the vicinal
surfaces under investigation, the meandering instability re-
sults in a cellular structure with a characteristic wavelength
!u . There are, however, significant differences in the cellular
morphology between the two surfaces: for Cu "1 1 17# we
observe a rectangle-shaped morphology with flat front edges,
while Cu "0 2 24# shows a spikelike cellular morphology. For
the latter surface, front edges exhibit a sawtoothlike contour
with characteristic slopes close to the '110( directions, i.e.,
the close-packed directions for a front edge on a Cu "100#

FIG. 3. 200!200-nm2 STM topograph of the Cu "1 1 17# sur-
face after deposition of 80 ML at F$1.8!10"2 ML/s and T
$285 K sample temperature. As in Fig. 2, front edges exhibit large
collective in-phase meandering with now improved phase correla-
tion in both perpendicular and transverse step directions. Tunneling
current I tun$0.5 nA bias voltage )V tun$"0.5 V "sample
grounded#, and sample temperature Tsam$180 K.

FIG. 4. Temperature dependence of the meandering wavelength
!u "a# for Cu "1 1 17# after deposition of 18 ML at F$3
!10"3 ML/s, open squares; "b# for Cu "0 2 24# after deposition of
5 ML at F$3!10"3 ML/s, black diamonds. !u is expressed in
units of the mean terrace width l. Straight lines correspond to least-
squares fits of the experimental data on the basis of an Arrhenius-
type description, excluding the two data points at the lowest
temperatures.

FIG. 5. Flux dependence of the meandering wavelength !u "a#
for Cu "1 1 17#, open squares. The coverage is fixed to 18 ML and
T$280 K; "b# for Cu "0 2 24#, black diamonds. The coverage is set
to 5 ML and T$294 K. !u is expressed in units of the mean terrace
width l. Straight lines are least-squares fits to the data on the basis
of a power-law ansatz of the type 1/Fn.
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ing energy is Eai=0.2 eV. With these values, the simulations
produce morphologies indistinguishable from the experimen-
tal picture. On looking carefully, one notes that in the experi-
ments the pyramids tend to align along the step direction, a
feature missing in the simulations. Elastic interactions, or a
slightly varying average step density, both obviously absent
in the simulations, may explain the discrepancy.

Figure 4 exhibits the different computed morphologies for
various impurity concentrations, ranging between 0 and 0.05,
for both close-packed !top panel" and open !bottom panel"
steps.

In order to quantify the simulated morphologies, we com-
puted the surface roughness !root-mean-square width of the
surface profile" as a function of the concentration of depos-
ited impurities. This is presented on Fig. 5. The roughness
increases linearly for small concentrations, twice as fast for
close-packed steps as for open ones, then it saturates expo-
nentially for larger impurity densities.

As we have seen, impurities seem to hold the answer to
the riddle of the pyramids. Figure 6 shows that they may also
provide the solution to the riddle of the wavelength. Indeed,
in the top panel the morphology of the unstable surface at
different deposition rates, without impurities, may be seen.
In the leftmost bottom panel, the wavelength of the mean-
dering structure is plotted as a function of F. A power law of
the form !m#F−" is apparent, with " consistent with the BZ
value 1/2.

The rightmost panel shows the !m vs F plot for varying
concentrations of impurities. For strongly interacting impu-
rities, Eai=0.2 eV, the power " decreases steadily with the

800x800, L=15, T=250K, F=5e-3ML/s
Eb=0.1eV, Ed=0.4eV, Ea=0.15eV,
20 ML

360x360, L=5, T=280K, F=5e-3ML/s
Eb=0..07eV, Ed=0.4eV, Ea=0.12eV,
20 ML

Cu (0 2 24) Cu (1 1 17) Cu (1 1 17)

800x800, L=5, T=285K, F=5e-2ML/s,
Eb=0..07eV, Ed=0.4eV, Ea=0.12eV,
40 ML

FIG. 2. !Color online" !Top panel" Experimental STM pictures of the !0 2 24" and of the !1 1 17" Cu surfaces, undergoing unstable step
flow !step meandering". The rightmost picture shows the !1 1 17" surface at a larger scale. Small, square-based pyramids appear to cover the
unstable pattern. !Bottom panel" Simulated !0 0 24" and !1 1 17" surfaces. Parameters are chosen in such a way that the period of the
instability coincides with the experimental one in units of the average terrace width. The rightmost panel is a larger-scale view, showing that
pyramids are absent in the simulations of the pure system.

FIG. 3. !Color online" Experimental !left" and simulated !right"
micrograph of the !1 1 17" surface. Impurities are added during the
simulated deposit. Small, square-based pyramids now appear both
in the experiment and the model !see text for simulation
parameters".

0 % 2 % 5 %

0 % 0.5 % 1 %

FIG. 4. !Color online" Simulated unstable vicinal surfaces in the
presence of varying impurity concentrations. Top panel is for com-
pact steps; bottom panel for open steps.
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ing energy is Eai=0.2 eV. With these values, the simulations
produce morphologies indistinguishable from the experimen-
tal picture. On looking carefully, one notes that in the experi-
ments the pyramids tend to align along the step direction, a
feature missing in the simulations. Elastic interactions, or a
slightly varying average step density, both obviously absent
in the simulations, may explain the discrepancy.

Figure 4 exhibits the different computed morphologies for
various impurity concentrations, ranging between 0 and 0.05,
for both close-packed !top panel" and open !bottom panel"
steps.

In order to quantify the simulated morphologies, we com-
puted the surface roughness !root-mean-square width of the
surface profile" as a function of the concentration of depos-
ited impurities. This is presented on Fig. 5. The roughness
increases linearly for small concentrations, twice as fast for
close-packed steps as for open ones, then it saturates expo-
nentially for larger impurity densities.

As we have seen, impurities seem to hold the answer to
the riddle of the pyramids. Figure 6 shows that they may also
provide the solution to the riddle of the wavelength. Indeed,
in the top panel the morphology of the unstable surface at
different deposition rates, without impurities, may be seen.
In the leftmost bottom panel, the wavelength of the mean-
dering structure is plotted as a function of F. A power law of
the form !m#F−" is apparent, with " consistent with the BZ
value 1/2.

The rightmost panel shows the !m vs F plot for varying
concentrations of impurities. For strongly interacting impu-
rities, Eai=0.2 eV, the power " decreases steadily with the

800x800, L=15, T=250K, F=5e-3ML/s
Eb=0.1eV, Ed=0.4eV, Ea=0.15eV,
20 ML

360x360, L=5, T=280K, F=5e-3ML/s
Eb=0..07eV, Ed=0.4eV, Ea=0.12eV,
20 ML

Cu (0 2 24) Cu (1 1 17) Cu (1 1 17)

800x800, L=5, T=285K, F=5e-2ML/s,
Eb=0..07eV, Ed=0.4eV, Ea=0.12eV,
40 ML

FIG. 2. !Color online" !Top panel" Experimental STM pictures of the !0 2 24" and of the !1 1 17" Cu surfaces, undergoing unstable step
flow !step meandering". The rightmost picture shows the !1 1 17" surface at a larger scale. Small, square-based pyramids appear to cover the
unstable pattern. !Bottom panel" Simulated !0 0 24" and !1 1 17" surfaces. Parameters are chosen in such a way that the period of the
instability coincides with the experimental one in units of the average terrace width. The rightmost panel is a larger-scale view, showing that
pyramids are absent in the simulations of the pure system.

FIG. 3. !Color online" Experimental !left" and simulated !right"
micrograph of the !1 1 17" surface. Impurities are added during the
simulated deposit. Small, square-based pyramids now appear both
in the experiment and the model !see text for simulation
parameters".

0 % 2 % 5 %

0 % 0.5 % 1 %

FIG. 4. !Color online" Simulated unstable vicinal surfaces in the
presence of varying impurity concentrations. Top panel is for com-
pact steps; bottom panel for open steps.

BEN-HAMOUDA et al. PHYSICAL REVIEW B 77, 245430 !2008"

245430-4

?



ing energy is Eai=0.2 eV. With these values, the simulations
produce morphologies indistinguishable from the experimen-
tal picture. On looking carefully, one notes that in the experi-
ments the pyramids tend to align along the step direction, a
feature missing in the simulations. Elastic interactions, or a
slightly varying average step density, both obviously absent
in the simulations, may explain the discrepancy.

Figure 4 exhibits the different computed morphologies for
various impurity concentrations, ranging between 0 and 0.05,
for both close-packed !top panel" and open !bottom panel"
steps.

In order to quantify the simulated morphologies, we com-
puted the surface roughness !root-mean-square width of the
surface profile" as a function of the concentration of depos-
ited impurities. This is presented on Fig. 5. The roughness
increases linearly for small concentrations, twice as fast for
close-packed steps as for open ones, then it saturates expo-
nentially for larger impurity densities.

As we have seen, impurities seem to hold the answer to
the riddle of the pyramids. Figure 6 shows that they may also
provide the solution to the riddle of the wavelength. Indeed,
in the top panel the morphology of the unstable surface at
different deposition rates, without impurities, may be seen.
In the leftmost bottom panel, the wavelength of the mean-
dering structure is plotted as a function of F. A power law of
the form !m#F−" is apparent, with " consistent with the BZ
value 1/2.

The rightmost panel shows the !m vs F plot for varying
concentrations of impurities. For strongly interacting impu-
rities, Eai=0.2 eV, the power " decreases steadily with the

800x800, L=15, T=250K, F=5e-3ML/s
Eb=0.1eV, Ed=0.4eV, Ea=0.15eV,
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20 ML
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FIG. 2. !Color online" !Top panel" Experimental STM pictures of the !0 2 24" and of the !1 1 17" Cu surfaces, undergoing unstable step
flow !step meandering". The rightmost picture shows the !1 1 17" surface at a larger scale. Small, square-based pyramids appear to cover the
unstable pattern. !Bottom panel" Simulated !0 0 24" and !1 1 17" surfaces. Parameters are chosen in such a way that the period of the
instability coincides with the experimental one in units of the average terrace width. The rightmost panel is a larger-scale view, showing that
pyramids are absent in the simulations of the pure system.

FIG. 3. !Color online" Experimental !left" and simulated !right"
micrograph of the !1 1 17" surface. Impurities are added during the
simulated deposit. Small, square-based pyramids now appear both
in the experiment and the model !see text for simulation
parameters".
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FIG. 4. !Color online" Simulated unstable vicinal surfaces in the
presence of varying impurity concentrations. Top panel is for com-
pact steps; bottom panel for open steps.
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Add an impurity

chromel/alumel thermocouple clamped to the sample holder,
and controlled within !5 K.
The experimental procedure is as follows: After the last

cleaning cycle, the sample is slowly cooled down to the de-
sired temperature, ranging from 245 to 385 K. Aminimum of
5 ML Cu is then deposited at a given flux and substrate
temperature. After deposition, the sample is transferred to the
STM stage and quenched below 180 K prior to imaging.
During sample transfer, which took about 2 min, the tem-
perature rises by less than 5 K. We have checked explicitly
that under these conditions the meandering characteristics
that have developed during step-flow growth are preserved.
STM topographs have been recorded with tunneling cur-

rents I tun and bias voltages !V tun in the range "0.1 nA, 1.5
nA# and ""0.1 V, "1.5 V# $sample grounded%, respectively.
Regarding the structural features of the observed meandering
instability, no significant influence of these parameters on the
recorded morphology has been noticed.

III. EXPERIMENTAL RESULTS

A. Cu „1 1 17… surface
Figure 1 presents a 95#95 nm2 STM topograph of the

pristine Cu $1 1 17% surface recorded at room temperature
prior to deposition. Figure 1 is representative of the quality
of the surface in the present study. The density of pinning
centers is less than 5 per (100 nm)2. The surface consists of
regularly spaced monoatomic steps with straight front edges
running along the dense &110' direction. Due to the lack of
atomic resolution, the step orientation has independently
been determined by Laue diffraction in the present study. An
increase/decrease of the crystal temperature results in an

increase/decrease of the frizziness of the front edges due to
activated kink diffusion9 at high temperatures. Long-range
ordering of the vicinal surface has been checked by repeated
scans at macroscopically different positions of the tip on the
sample surface.
Figure 2 shows a 200#200 nm2 STM topograph represen-

tative of the Cu $1 1 17% surface after deposition of 18 ML
Cu at F$1.8#10"2 ML/s and a substrate temperature of T
$280K. In contrast to the pristine surface $Fig. 1%, one ob-
serves now front edges exhibiting a large collective in-phase
meandering in the form of stacked, rectangle-shaped cells.
Phase correlations develop along both the step $SD% and
step-train $STD% directions. The cellular structure defines a
characteristic length (u along the SD. The cells display a
flat-top morphology giving rise to growth patterns in the
stacking direction $STD%.
Figure 3 displays the surface morphology obtained after

deposition of 80 ML at F$1.8#10"2 ML/s and a substrate
temperature of T$285K. As can be seen, both the lateral
$analog SD% and perpendicular $analog STD% phase correla-
tions improve with increasing coverage. Growth patterns in
the form of flat-top rectangular shapes stacked along the
STD separated by well-defined gaps are now observed. Oc-
casionally, where the lateral dimension of a front edge ex-
ceeds the characteristic wavelength (u , a splitting occurs,
giving birth to bifurcated patterns. These growth features
usually start and end up at points, where the step-flow
growth has led to the formation of pyramidlike structures.
Observation at a larger scale ")$300 nm%2# shows that these
pyramidal structures are frequently packed together and
aligned along the SD. It is worth noting that annealing of the
sample for several hours to 700 K restores the morphology
of the pristine vicinal surface.

FIG. 1. 95#95-nm2 STM topograph of the pristine Cu $1 1 17%
surface, thus prior to Cu deposition. A staircase ascending from left
to right with straight front edges aligned from top to bottom is seen.
Recording parameters are tunneling current I tun$1 nA, bias voltage
!V tun$"0.2 V $sample grounded%, and the sample temperature
Tsam$296 K $room temperature%.

FIG. 2. 200#200-nm2 STM topograph of the Cu $1 1 17% sur-
face after deposition of 18 ML at F$1.8#10"2 ML/s and T
$280 K substrate temperature. Front edges exhibit large collective
in-phase transverse meandering in the form of stacked rectangular
profiles. Tunneling current I tun$1 nA, bias voltage !V tun$"1 V,
and sample temperature Tsam$180 K.
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DFT points to W

AJMI BH. HAMOUDA et al. PHYSICAL REVIEW B 83, 035423 (2011)

FIG. 1. (Color online) Surface morphologies from our kinetic
Monte Carlo simulations after deposition, at T = 425 K, of 40 MLs
at the experimental flux F = 0.05 ML/s of Cu with 2% of (a) C,
(b) Al, (c) Ni, and (d) W impurity atoms. The color scheme covers
a height range of 0–5 nm in (a) and 0–3 nm in all other panels. The
lateral dimensions are the same as in Fig. 3. Similar morphologies
are obtained if a particular impurity is replaced by another impurity
from the same set.

set are close, we expect, and indeed find, similar growth
morphologies for two different impurities from the same set,
with modest variations attributable to the small differences in
the two characteristic energies. The surface morphologies of a
member of each set are shown in Fig. 1, and the corresponding
values of the exponent γ , obtained from a log-log plot of λm

vs. F , for these four impurity atoms are listed in Fig. 2.
When Cu atoms are deposited without impurity atoms,

we observed layer-by-layer growth without mounding. The
dependence of morphology on flux is shown in Fig. 3. The γ

value obtained for pure Cu 0.45 ± 0.05 (cf. Fig. 2) is very close
to the BZ instability value. The surface morphology obtained
after deposition of 40 ML of Cu atoms with 2% of C impurity
atoms is shown in Fig. 1(a). From the figure it can be seen
that no mounds are formed in the presence of C impurities,
and there is very little variation in the height of the surface.
Morphologies obtained while doping Cu with other impurities
in this set are very similar to the one shown in Fig. 1(a).
Since S was a well-known impurity in Cu samples during
the time this set of experiments was performed, the sample
was desulfurized carefully40; hence, sulfur could not have
caused the instabilities, which is consistent with our results.
These results conclusively show that vapor phase impurities
are not responsible for the growth instabilities on Cu observed
in experiments.

Similar to the case of pure Cu, smooth layer-by-layer
growth occurs when Al is codeposited with Cu and the γ value
(0.50 ± 0.06) is slightly higher than that for pure Cu, while the
meandering wavelength λm(Al) is slightly less than λm(Cu) [cf.
Fig. 4(a)]. Also, no mounds form when any impurity atom from
this set, Ag, Sn, Zn, or Al, is codeposited on the surface during
growth [see Fig. 1(b)]. The surface morphology obtained with
Ni impurity [cf. Fig. 1(c)] is similar to the one obtained
with Al impurity, with λm(Ni) less than λm(Al). However,
the extracted value of γ for Ni is notably smaller compared to
the corresponding value obtained with Al impurities, and the
meandering is smaller (even more so in comparison with Zn
impurities). Once again, no mounds were observed to form for
Ni, Pd, or Si impurities and the γ value for Ni (cf. Fig. 2) is
much higher than observed in experiments.

When W is codeposited with Cu, the surface morphology
[see Fig. 1(d)] is very similar to the one obtained in experiments
[cf. Fig. 3(c) in Ref. 3]; λm(W) is smaller than the others
considered in Fig. 4(a). In addition to that, the obtained value
of γ (cf. Fig. 2) is very close to the experimentally observed
values for open ⟨1 0 0⟩ steps. Similar results are obtained when
W is replaced by Fe, Mn, or Co impurity. Even though the
energies for Co are comparable to the of Fe, Mn, and W, fewer
mounds appear during its codeposition with Cu. Whether this
is due to the lower ENN value of Co or due to an unsuitable
temperature range in the simulations is not clear. It could also
be due to the fact that the ENN and Ed values for Co are close to
those of Ni. A higher Ed barrier does not make a big difference,

IImp. Cu C (Set 1) Al (Set 2) Ni (Set 3) W (Set 4)

γ 0.45 ± 0.05 0.35 ± 0.06 0.50 ± 0.06 0.41 ± 0.05 0.17 ± 0.02

Zoom
View

FIG. 2. (Color online) Rough estimate of the exponent γ (λm ∼ F −γ ) and of the possibility of pyramid formation for pure Cu and for
Cu codeposited with a member of each of the four sets of impurities, the impurity being 2% of the flux. Simulations are done for five values
of F : 0.005, 0.01, 0.05, 0.1, 0.5 ML/s.41 For pure Cu (Cu-Cu) γ is consistent with the Bales-Zangwill7 value (γ = 0.5) while for Cu-W
(γ = 0.17) it is in the range of the experiment.3 The zoomed views (color online) are 7% of images as in Fig. 1: after 40 ML are deposited
with F = 0.05 ML/s at T = 425 K.
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Growth Instabilities at Long Length Scales

• At scales , where  is the lattice spacing, a crystal surface can be 
treated as a continuous object 


• Assuming as reference state a flat surface, , an undulating surface 
is characterized by an excess chemical potential, proportional to the local 

curvature :  

ℓ ≫ a a
z = z(x, y)

z(x, y) = z0

∇2z δμ = − σ̃ ( ∂2z
∂x2

+
∂2z
∂y2 ) δμ > 0

δμ < 0



• Linear thermodynamics yields two types of dynamics, corresponding to two 
different transport modes:


• Non conserved: 


• Conserved:        , so that


                              


• These equations can describe the growth, dissolution or equilibration kinetics of a 
rough surface at long length scales

·z = − Kδμ = Kσ̃∇2z
·z = − div ⃗J; ⃗J = − Ds

⃗∇ δμ
·z = − σ̃Ds ∇4z

Growth Instabilities at Long Length Scales



• In particular, if  is the characteristic time scale of the surface evolution at 
length scale :


• Non conserved:         implies 


• Conserved:           implies 


• Ex. Kardar-Parisi-Zhang Eq. 


                             

τ(L)
L

·z = Kσ̃∇2z τ(L) ∼ L2

·z = − σ̃Ds ∇nz τ(L) ∼ Ln

Growth Instabilities at Long Length Scales



The surface morphology can be quantified by measuring its height-height 
correlation function


Such function is observed to possess the scaling form


                             

Growth Instabilities at Long Length Scales

position r and time t, starting from a perfect vicinal substrate, the
height–height correlation function can be defined by:

Gðr; tÞ ¼ h½hðxþ r; tÞ & hðx; tÞ'2i;

here the upper bar denotes a spatial average and the angular brack-
ets denote a statistical ensemble-average. This form satisfies the dy-
namic scaling ansatz [3]:

Gðr; tÞ ¼ t2bgðr=nÞ; ð1Þ

where the scaling function gðuÞ ( u2a, for u) 1 and gðuÞ ( con-
stant, for u* 1. We consider the case of a (2+1)D surface where
n ( t1=z is the correlation length and z = ab is the dynamic exponent.

The important features of growing surfaces can usually be ana-
lyzed and described using microscopic rules, and indeed a number
of discrete models for growth phenomena have been proposed and
studied successfully using computer simulations. On the other
hand, evolution of a growing surface is often described in a
coarse-grained sense, using a continuum equation with additive
noise [3,4]. It is generally believed that there is a correspondence
between discrete growth models and continuous stochastic Lange-
vin equations. The most common way of establishing a link be-
tween them is to compare the values obtained for scaling
exponents. Another way is to derive the continuum height equa-
tion for a given discrete model analytically [5,6]. However, in order
to describe real (experimentally determined) morphology, numer-
ical discrete models must include atomistic effects, such as the
Ehrlich–Schwoebel (ES) barrier. Indeed, this later has been used
previously for explaining unstable growth in MBE, and its effect
is believed to be described by a non linear continuum growth
equation [13,14]. In this case, the main difficulty is to solve the
continuum equation analytically.

Often a growing surface develops a kinetic instability, or even
regular spontaneous structures which indicate that interface corre-
lations play an essential role in determining the final surface mor-
phology. Beyond numerical results, it is important to understand
the physical origin of these correlations. We believe that interface
structure is closely linked to the form and strength of the effects
responsible for the surface correlation. Following Villain’s demon-
stration of the non-equilibrium current [13] responsible for unsta-
ble growth (mounding instability), it is now common to describe
interface correlations using a non-linear term in the height equa-
tion along with an uncorrelated white noise term. In this report,
on the basis of results from a solid on solid (SOS) simulation model
of unstable growth on a vicinal surface (in the presence of a mean-
dering, or Bales–Zangwill instability [18]), we propose a phenom-
enological description of these correlations within a continuum
equation, but including space-time correlated noise. The main idea
in our approach is to include interface spatiotemporal correlations
in the noise term and interpret this as induced by the instability it-
self, and also by matter-transport. Recently, a space-time corre-
lated noise term was proposed by Pang et al. [2] to describe
‘‘super-roughening”, within a linear growth equation in (1 + 1)
dimensions. In the work described here, we use a form of this
noise, characterized by a correlation parameter /, to interpret
our numerical scaling exponents deduced from a (2 + 1)D grown
vicinal surface. Our motivation in this stems from the observation
that values of the scaling exponents reported in various experi-
ments are spread over a considerable range. We hypothesize that
one source of disagreement in values of the exponents could be
the correlated nature of the noise. The presence of correlations in
the noise can change the scaling exponents and produce a group
of continuously changing universality classes [3]. Although the ori-
gin of the correlations in noise is not understood, this phenomenon
has been successfully applied to explain many recent experiments
in related fields (Ref. [2] and references therein). Here we suggest

that unstable growth processes may be described using spatiotem-
porally correlated noise.

The outline of this paper is as follows. In Section 2, we present
the computational details of our kinetic Monte Carlo (kMC) simu-
lations. In Section 3, using scale invariance arguments, we first
analytically obtain the critical exponents of the generalized LDV
equation and then numerically simulate the interface morphology
to find the nature of the morphological features deriving from the
growth processes for roughening dominated by surface diffusion;
we also compare the kMC-derived critical exponents to theoretical
predictions. Then, in Section 4, we analyze roughening behavior
driven by anisotropic diffusion and propose a continuum equation
for step meandering and mounding instabilities. Finally, in Section
5, we summarize our results and main findings.

2. Computational details

Our kMC simulations are based on a standard solid-on-solid
(SOS) description of the growth of a simple cubic crystal. This
method has been used with success, and described extensively in
similar studies related to scaling and universality classes of self-or-
ganized patterns on unstable vicinal surfaces [20], and to kinetic
surface structuring during homoepitaxy of GaAs(110) [21,22].
Our SOS model assigns an integer height h(r), measured above
the average vicinal plane, to each point r on a square grid of dimen-
sions Lx + Ly. We use periodic boundary conditions in both direc-
tions. The simulations start with a stepped (vicinal) surface, with
mean separation L = Lx/N = 5, where N is the number of steps. We
used two sets of grids with dimensions (400 + 400) and
(800 + 800), measured in lattice unit cell lengths. The main micro-
scopic processes we have considered are the deposition flux (F) and
migration (in the presence of a barrier EX); desorption is not al-
lowed. The model takes also into account a possible diffusion
anisotropy in incorporating adatoms at step edges, due to the pres-
ence of an Ehrlich–Schwoebel barrier (EES); this is introduced in
Section 4 to model unstable growth. A typical value, for semi-con-
ductors, is (0.1 eV. Once on the substrate, atoms diffuse in the
presence of a hopping barrier of the form:

EX ¼ Ed þ nEa þ EES;

This hopping barrier is the sum of a term due to interaction with the
substrate Ed, a contribution due to interactions with each lateral
nearest neighbor adatom Ea, and an ES barrier EES; no preferential
diffusion along step edges is considered. Here n is the number of
nearest neighbor adatoms with which a diffusing atom interacts.
Our initial simulations showed that adatoms with four near neigh-
bors, i.e. those for which n = 4 are unlikely to diffuse (i.e. they hop
very rarely); for simplicity in the present simulations such atoms
are not allowed to move. The hopping frequency follows an Arrhe-
nius form with a rate: R = m0 exp(&EX/kBT), where m0 = 1013 Hz is a
typical adatom vibration frequency, T is the substrate temperature,
and kB is Boltzman’s constant. For the simulations reported on here,
we used Ed = 1 eV, Ea = 0.3 eV, which are typical barriers for Si. In
Section 3 we have fixed the flux at 1ML/s, varying the temperature
between 300 K and 700 K, and taking EES = 0. In Section 4, instead,
an ES barrier of 0.1 eV is included, the temperature T is maintained
fixed at 700 K and we vary the flux F.

The growth simulations are conducted up until a thickness of
1000 monolayers (ML); by this point, we find that the surface
has reached a stationary state, and can be characterized by con-
stant critical exponents. All of the computed exponents are ex-
tracted from the corresponding asymptotic behavior of the
height-height correlation function (Eq. (1)). Fig. 1 shows its log–
log behavior and how these exponents were extracted from the
plots.
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position r and time t, starting from a perfect vicinal substrate, the
height–height correlation function can be defined by:

Gðr; tÞ ¼ h½hðxþ r; tÞ & hðx; tÞ'2i;

here the upper bar denotes a spatial average and the angular brack-
ets denote a statistical ensemble-average. This form satisfies the dy-
namic scaling ansatz [3]:

Gðr; tÞ ¼ t2bgðr=nÞ; ð1Þ

where the scaling function gðuÞ ( u2a, for u) 1 and gðuÞ ( con-
stant, for u* 1. We consider the case of a (2+1)D surface where
n ( t1=z is the correlation length and z = ab is the dynamic exponent.

The important features of growing surfaces can usually be ana-
lyzed and described using microscopic rules, and indeed a number
of discrete models for growth phenomena have been proposed and
studied successfully using computer simulations. On the other
hand, evolution of a growing surface is often described in a
coarse-grained sense, using a continuum equation with additive
noise [3,4]. It is generally believed that there is a correspondence
between discrete growth models and continuous stochastic Lange-
vin equations. The most common way of establishing a link be-
tween them is to compare the values obtained for scaling
exponents. Another way is to derive the continuum height equa-
tion for a given discrete model analytically [5,6]. However, in order
to describe real (experimentally determined) morphology, numer-
ical discrete models must include atomistic effects, such as the
Ehrlich–Schwoebel (ES) barrier. Indeed, this later has been used
previously for explaining unstable growth in MBE, and its effect
is believed to be described by a non linear continuum growth
equation [13,14]. In this case, the main difficulty is to solve the
continuum equation analytically.

Often a growing surface develops a kinetic instability, or even
regular spontaneous structures which indicate that interface corre-
lations play an essential role in determining the final surface mor-
phology. Beyond numerical results, it is important to understand
the physical origin of these correlations. We believe that interface
structure is closely linked to the form and strength of the effects
responsible for the surface correlation. Following Villain’s demon-
stration of the non-equilibrium current [13] responsible for unsta-
ble growth (mounding instability), it is now common to describe
interface correlations using a non-linear term in the height equa-
tion along with an uncorrelated white noise term. In this report,
on the basis of results from a solid on solid (SOS) simulation model
of unstable growth on a vicinal surface (in the presence of a mean-
dering, or Bales–Zangwill instability [18]), we propose a phenom-
enological description of these correlations within a continuum
equation, but including space-time correlated noise. The main idea
in our approach is to include interface spatiotemporal correlations
in the noise term and interpret this as induced by the instability it-
self, and also by matter-transport. Recently, a space-time corre-
lated noise term was proposed by Pang et al. [2] to describe
‘‘super-roughening”, within a linear growth equation in (1 + 1)
dimensions. In the work described here, we use a form of this
noise, characterized by a correlation parameter /, to interpret
our numerical scaling exponents deduced from a (2 + 1)D grown
vicinal surface. Our motivation in this stems from the observation
that values of the scaling exponents reported in various experi-
ments are spread over a considerable range. We hypothesize that
one source of disagreement in values of the exponents could be
the correlated nature of the noise. The presence of correlations in
the noise can change the scaling exponents and produce a group
of continuously changing universality classes [3]. Although the ori-
gin of the correlations in noise is not understood, this phenomenon
has been successfully applied to explain many recent experiments
in related fields (Ref. [2] and references therein). Here we suggest

that unstable growth processes may be described using spatiotem-
porally correlated noise.

The outline of this paper is as follows. In Section 2, we present
the computational details of our kinetic Monte Carlo (kMC) simu-
lations. In Section 3, using scale invariance arguments, we first
analytically obtain the critical exponents of the generalized LDV
equation and then numerically simulate the interface morphology
to find the nature of the morphological features deriving from the
growth processes for roughening dominated by surface diffusion;
we also compare the kMC-derived critical exponents to theoretical
predictions. Then, in Section 4, we analyze roughening behavior
driven by anisotropic diffusion and propose a continuum equation
for step meandering and mounding instabilities. Finally, in Section
5, we summarize our results and main findings.

2. Computational details

Our kMC simulations are based on a standard solid-on-solid
(SOS) description of the growth of a simple cubic crystal. This
method has been used with success, and described extensively in
similar studies related to scaling and universality classes of self-or-
ganized patterns on unstable vicinal surfaces [20], and to kinetic
surface structuring during homoepitaxy of GaAs(110) [21,22].
Our SOS model assigns an integer height h(r), measured above
the average vicinal plane, to each point r on a square grid of dimen-
sions Lx + Ly. We use periodic boundary conditions in both direc-
tions. The simulations start with a stepped (vicinal) surface, with
mean separation L = Lx/N = 5, where N is the number of steps. We
used two sets of grids with dimensions (400 + 400) and
(800 + 800), measured in lattice unit cell lengths. The main micro-
scopic processes we have considered are the deposition flux (F) and
migration (in the presence of a barrier EX); desorption is not al-
lowed. The model takes also into account a possible diffusion
anisotropy in incorporating adatoms at step edges, due to the pres-
ence of an Ehrlich–Schwoebel barrier (EES); this is introduced in
Section 4 to model unstable growth. A typical value, for semi-con-
ductors, is (0.1 eV. Once on the substrate, atoms diffuse in the
presence of a hopping barrier of the form:

EX ¼ Ed þ nEa þ EES;

This hopping barrier is the sum of a term due to interaction with the
substrate Ed, a contribution due to interactions with each lateral
nearest neighbor adatom Ea, and an ES barrier EES; no preferential
diffusion along step edges is considered. Here n is the number of
nearest neighbor adatoms with which a diffusing atom interacts.
Our initial simulations showed that adatoms with four near neigh-
bors, i.e. those for which n = 4 are unlikely to diffuse (i.e. they hop
very rarely); for simplicity in the present simulations such atoms
are not allowed to move. The hopping frequency follows an Arrhe-
nius form with a rate: R = m0 exp(&EX/kBT), where m0 = 1013 Hz is a
typical adatom vibration frequency, T is the substrate temperature,
and kB is Boltzman’s constant. For the simulations reported on here,
we used Ed = 1 eV, Ea = 0.3 eV, which are typical barriers for Si. In
Section 3 we have fixed the flux at 1ML/s, varying the temperature
between 300 K and 700 K, and taking EES = 0. In Section 4, instead,
an ES barrier of 0.1 eV is included, the temperature T is maintained
fixed at 700 K and we vary the flux F.

The growth simulations are conducted up until a thickness of
1000 monolayers (ML); by this point, we find that the surface
has reached a stationary state, and can be characterized by con-
stant critical exponents. All of the computed exponents are ex-
tracted from the corresponding asymptotic behavior of the
height-height correlation function (Eq. (1)). Fig. 1 shows its log–
log behavior and how these exponents were extracted from the
plots.
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gives us the exponents observed in the simulations appears to be a
6th order linear equation, with correlated noise.

The SOS model considered in the present section includes, as in
the previous section, deposition, diffusion and aggregation, how-
ever in this case an Ehrlich–Schwoebel (ES) barrier is added at step
edges. In the calculations presented below we use a fixed temper-
ature of T = 700 K, and an ES barrier of EES = 0.1 eV; a barrier of this
magnitude is known to produce anisotropic surface diffusion of
adatoms, along the direction perpendicular to the step-edges, by
impeding their motion in the down-stairs direction. Our experi-
ence is that a considerably lower ES barrier, of 0.05 eV e.g., results
in an absence of deep grooves between meanders, and for still low-
er barriers we obtain only wandering steps with relatively small
bending. Fig. 5 shows snapshots of the surface morphology after
growth of 1000 ML for increasing values of flux: F = 1, 5, 20, 40
ML/s. Three features may be distinguished: at relatively low flux,
F = 1 ML/s, deep grooves develop characteristic of the meandering
instability induced by the effect of a strong ES barrier. At the high-
est deposition flux, hill-shaped structures become well established.
At intermediate fluxes, e.g. F = 5 ML/s, hillocks develop along the
meanders, likely affecting the crossover between the two extreme
structures. The mean meander (or hill) size determines the corre-
lation length n (shown in Fig. 1). This nano-structuring of the sur-
face induced by kinetic instabilities, is a form of kinetic faceting.
The scaling exponents determined in the kinetic roughness regime,
after deposition of 1000 ML, are reported in Table 5.

From Table 5 we can see that all scaling exponents decrease as
the flux increases, except the dynamic exponent z, which is instead
nearly constant, with z ! 6. The latter result is striking. Indeed, all
common growth equations including nonlinear terms, including
that by Khardar, Parisi and Zhang (KPZ) and the LDV equation, lead
to scaling relations involving a and z. Based upon these continuum
equations one might thus expect that if a varies, z should not stay
constant; this however is contrary to what we observe in our sim-
ulations with the ES effect. Indeed, a constant z is typical of linear
equations. We can compare this with predictions for Eq. (2), which
being linear, implies that while a is a function of the parameters q
and h setting the correlation range, z is instead a function only of n.
The former point is particularly interesting. Indeed, the meander-
ing instability induced by an ES barrier, has a diffusive origin
[18]. Kinetic roughness during growth occurs due to fluctuations

(noise) in the deposition flux, but we argue that in the case of
unstable growth, the noise is coupled with the unstable morphol-
ogy thanks to diffusive transport. We argue then that this coupling
gives rise to space-time correlations in the noise (Eq. (3)). Also, it is
apparent that in order to obtain a value of z = 6, the linear term in
the height equation must be proportional to the 6th order deriva-
tive of the surface height. This replaces the usual 4th order term,
which describes relaxation of the curvature through surface diffu-
sion. Moreover, as shown by Stewart and Goldenfeld and by Liu
and Metiu [19], strongly anisotropic and faceted surfaces will relax
precisely according to a 6th order derivative term. The physical
reason is that in this case the dynamics does not tend to minimize
the curvature, but instead variations of the curvature. In other
words, the driving force for surface relaxation is the energy of
boundaries between regions of the surface with different average
slope. Thus, we propose the following equation to describe anom-
alous multi-affine kinetic roughness of an unstable vicinal surface:

o
ot

hðx; y; tÞ ¼ mx
o6

ox6 hðx; y; tÞ þ my
o6

oy6 hðx; y; tÞ þ gðx; y; tÞ;

with < gðx; y; tÞ >¼ 0; ð21Þ

and

hgðx; y; tÞgðx0; y0; t0Þi ¼ Dððx& x0Þ2 þ ðy& y0Þ2Þð2q&1Þ=2jt & t0j2h&1:

ð22Þ

As noted above, the height–height correlation functions were
determined along the step-edge (perpendicular to the tilt direc-
tion). Anisotropy in Eq. (22) will result if the coefficients of the
two linear terms are not equal. An important point is that there
are no slope-dependent, surface current terms due to the ES barrier
explicitly appearing in Eq. (22); these effects are instead included
in the correlated noise term.

Then, we easily deduce: 0 6 q; h < 1=2, 0 6 / ¼ qþ 6 h < 5=2.
A vanishing correlation exponent,/ ¼ 0; corresponds to uncorre-
lated noise (white noise); at the opposite limit, / ¼ 5=2 corre-
sponds to maximum correlation. Indeed, our choice of the
continuum equation in the form of Eq. (22), verifies z=6, found in
kMC and our assumption that the noise is very likely correlated
to the instability. The scaling exponents as functions of the corre-
lation exponent /, read:

a ¼ /þ 5=2; z ¼ 6;b ¼ ð/þ 5=2Þ=6 and
j ¼ ð/þ 3=2Þ=6; where as before / ¼ 6hþ q; ð23Þ

For example, if / ¼ 2, we obtain:

a ¼ 9=2 ¼ 4:5; z ¼ 6; then b ¼ a=z ¼ 3=4 ¼ 0:75 and
j ¼ ða& 1Þ=z ¼ 7=12 ffi 0:58: ð24Þ

These latter values are to be compared quite well with those
from our simulations: ða; z; b;jÞ ¼ ð4:23;5:9;0:72;0:62Þ at a flux
of F = 1 ML/s and fixed temperature, T = 700 K. Since / appears as
a free parameter, we use the relation / ¼ a& 5=2, and plot b and
j versus a& 5=2. From Eq. (25) we obtain:

b ¼ ða& 5=2Þ=6þ 5=12; and j ¼ ða& 5=2Þ=6þ 1=4: ð25Þ

Fig. 5. Monte Carlo simulation images of the surface morphology evolution with
increasing deposition flux: F = 1, 5, 20, 40 ML/s. The initial surface is a vicinal
(800 ( 800) sites (in lattice unit) with terrace width L = 5 sites.

Table 5
Scaling exponents versus deposition flux expressed in (ML/s)

F (ML/s) 1 5 20 40

aloc 0.87 0.85 0.81 0.78
b 0.72 0.62 0.54 0.51
z 5.88 5.91 6.02 6.02
a = bz 4.23 3.65 3.25 3.07
j ) b & aloc/z 0.57 0.48 0.40 0.38
j 0.62 0.48 0.39 0.38
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3. Roughening and surface diffusion

Our starting point in describing the growing surface is the m-th
order Edwards–Wilkinson (EW) equation [11], but including the
spatiotemporally noise term used by Pang to study interfacial
super-roughening processes [2]. In the original EW model of sedi-
mentation, gravity was explicitly responsible for an external stabi-
lizing effect of the surface, while stochasticity arose from the
random deposition flux of material, represented as uncorrelated
noise. However, when interfacial processes have different relaxa-
tion times, some of them extremely long, the effect of correlated
noise becomes evident.

As an example, we consider the case of kinetic roughening in
which surface tension–relaxation effects are in strong competition
with the incessant peppering of stochastic noise, and write a some-
what general height equation as:

o
ot

hðx; tÞ ¼ ð$1Þmþ1mr2mhðx; tÞ þ gðx; tÞ; ð2Þ

hgðx; tÞgðx0; t0Þi ¼ Djx—x0j2q$1jt—t0j2h$1; with 0 6 q; h < 1=2; ð3Þ

where gðx; tÞ represents a Gaussian-distributed noise of zero mean
and power-law spatiotemporally-decaying correlation; its initial
variant is spatial and temporal correlation, as proposed by Yi-Kuo
and Pang in their study of the EW model [2]. Note that, for m = 1
and m = 2, Eq. (2) with white noise denotes, respectively, the
well-known Edwards–Wilkinson equation [11], and the Mullins–

Wolf–Villain equation [12]. By using a simple scaling analysis
(power counting [3]), it is straightforward to obtain the following
analytical expressions of the global roughness exponent a and the
dynamic exponent z:

a ¼ /þ ð2m$ 1Þ=2; z ¼ 2m; with / ¼ 2mhþ q; ð4Þ

It is interesting to note that z is independent of the noise shape
(q and h) and that a > 1. Thus, the interfacial growth processes de-
scribed by Eq. (1) and (2) display super-roughening [2]. In fact,
anomalous scaling behavior appears when a > 1, and a second
roughness exponent aloc 6¼ a ¼ bz which is independent of b and
z, intervenes in the system evolution [15]. Specifically, at short
times, the height correlation function G becomes spatiotemporally
dependent, and can be written:

Gðx; tÞ ¼ t2jx2aloc ; ð5Þ

where j is the anomalous scaling exponent. The latter defines the
growth rate of the average local slopes hm2i1=2 (where m ¼ j~rhj)
in time [7], so that we have:

Gð1; tÞ &
x¼1
½rhðx; tÞ(2 & t2j; ð6Þ

In other words the correlation function G, obeys the anomalous
scaling law:

Gðx; tÞ ¼ t2bgAðx=t1=zÞ; where gAðuÞ & u2aloc for u) 1: ð7Þ

Fig. 1. kMC simulation of the raw height–height correlation function G(x,t) (left panel) determined along the step-edge (i.e. perpendicular to the tilt direction), and after
normalization (right panel) showing the superposition of plots in the left panel once rescaled by the scaling relations given in Eqs. (5)–(9). The critical exponents are
determined from the asymptotic behavior of G(x,t) (Eq. (8)) as indicated in the inset. In the bottom panel we represent the corresponding q-th height–height correlation
function Gq(x,t) for q = 1–5, showing multiscaling. The simulation parameters are relative to the surface shown in Fig. 5b (top right panel).
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position r and time t, starting from a perfect vicinal substrate, the
height–height correlation function can be defined by:

Gðr; tÞ ¼ h½hðxþ r; tÞ & hðx; tÞ'2i;

here the upper bar denotes a spatial average and the angular brack-
ets denote a statistical ensemble-average. This form satisfies the dy-
namic scaling ansatz [3]:

Gðr; tÞ ¼ t2bgðr=nÞ; ð1Þ

where the scaling function gðuÞ ( u2a, for u) 1 and gðuÞ ( con-
stant, for u* 1. We consider the case of a (2+1)D surface where
n ( t1=z is the correlation length and z = ab is the dynamic exponent.

The important features of growing surfaces can usually be ana-
lyzed and described using microscopic rules, and indeed a number
of discrete models for growth phenomena have been proposed and
studied successfully using computer simulations. On the other
hand, evolution of a growing surface is often described in a
coarse-grained sense, using a continuum equation with additive
noise [3,4]. It is generally believed that there is a correspondence
between discrete growth models and continuous stochastic Lange-
vin equations. The most common way of establishing a link be-
tween them is to compare the values obtained for scaling
exponents. Another way is to derive the continuum height equa-
tion for a given discrete model analytically [5,6]. However, in order
to describe real (experimentally determined) morphology, numer-
ical discrete models must include atomistic effects, such as the
Ehrlich–Schwoebel (ES) barrier. Indeed, this later has been used
previously for explaining unstable growth in MBE, and its effect
is believed to be described by a non linear continuum growth
equation [13,14]. In this case, the main difficulty is to solve the
continuum equation analytically.

Often a growing surface develops a kinetic instability, or even
regular spontaneous structures which indicate that interface corre-
lations play an essential role in determining the final surface mor-
phology. Beyond numerical results, it is important to understand
the physical origin of these correlations. We believe that interface
structure is closely linked to the form and strength of the effects
responsible for the surface correlation. Following Villain’s demon-
stration of the non-equilibrium current [13] responsible for unsta-
ble growth (mounding instability), it is now common to describe
interface correlations using a non-linear term in the height equa-
tion along with an uncorrelated white noise term. In this report,
on the basis of results from a solid on solid (SOS) simulation model
of unstable growth on a vicinal surface (in the presence of a mean-
dering, or Bales–Zangwill instability [18]), we propose a phenom-
enological description of these correlations within a continuum
equation, but including space-time correlated noise. The main idea
in our approach is to include interface spatiotemporal correlations
in the noise term and interpret this as induced by the instability it-
self, and also by matter-transport. Recently, a space-time corre-
lated noise term was proposed by Pang et al. [2] to describe
‘‘super-roughening”, within a linear growth equation in (1 + 1)
dimensions. In the work described here, we use a form of this
noise, characterized by a correlation parameter /, to interpret
our numerical scaling exponents deduced from a (2 + 1)D grown
vicinal surface. Our motivation in this stems from the observation
that values of the scaling exponents reported in various experi-
ments are spread over a considerable range. We hypothesize that
one source of disagreement in values of the exponents could be
the correlated nature of the noise. The presence of correlations in
the noise can change the scaling exponents and produce a group
of continuously changing universality classes [3]. Although the ori-
gin of the correlations in noise is not understood, this phenomenon
has been successfully applied to explain many recent experiments
in related fields (Ref. [2] and references therein). Here we suggest

that unstable growth processes may be described using spatiotem-
porally correlated noise.

The outline of this paper is as follows. In Section 2, we present
the computational details of our kinetic Monte Carlo (kMC) simu-
lations. In Section 3, using scale invariance arguments, we first
analytically obtain the critical exponents of the generalized LDV
equation and then numerically simulate the interface morphology
to find the nature of the morphological features deriving from the
growth processes for roughening dominated by surface diffusion;
we also compare the kMC-derived critical exponents to theoretical
predictions. Then, in Section 4, we analyze roughening behavior
driven by anisotropic diffusion and propose a continuum equation
for step meandering and mounding instabilities. Finally, in Section
5, we summarize our results and main findings.

2. Computational details

Our kMC simulations are based on a standard solid-on-solid
(SOS) description of the growth of a simple cubic crystal. This
method has been used with success, and described extensively in
similar studies related to scaling and universality classes of self-or-
ganized patterns on unstable vicinal surfaces [20], and to kinetic
surface structuring during homoepitaxy of GaAs(110) [21,22].
Our SOS model assigns an integer height h(r), measured above
the average vicinal plane, to each point r on a square grid of dimen-
sions Lx + Ly. We use periodic boundary conditions in both direc-
tions. The simulations start with a stepped (vicinal) surface, with
mean separation L = Lx/N = 5, where N is the number of steps. We
used two sets of grids with dimensions (400 + 400) and
(800 + 800), measured in lattice unit cell lengths. The main micro-
scopic processes we have considered are the deposition flux (F) and
migration (in the presence of a barrier EX); desorption is not al-
lowed. The model takes also into account a possible diffusion
anisotropy in incorporating adatoms at step edges, due to the pres-
ence of an Ehrlich–Schwoebel barrier (EES); this is introduced in
Section 4 to model unstable growth. A typical value, for semi-con-
ductors, is (0.1 eV. Once on the substrate, atoms diffuse in the
presence of a hopping barrier of the form:

EX ¼ Ed þ nEa þ EES;

This hopping barrier is the sum of a term due to interaction with the
substrate Ed, a contribution due to interactions with each lateral
nearest neighbor adatom Ea, and an ES barrier EES; no preferential
diffusion along step edges is considered. Here n is the number of
nearest neighbor adatoms with which a diffusing atom interacts.
Our initial simulations showed that adatoms with four near neigh-
bors, i.e. those for which n = 4 are unlikely to diffuse (i.e. they hop
very rarely); for simplicity in the present simulations such atoms
are not allowed to move. The hopping frequency follows an Arrhe-
nius form with a rate: R = m0 exp(&EX/kBT), where m0 = 1013 Hz is a
typical adatom vibration frequency, T is the substrate temperature,
and kB is Boltzman’s constant. For the simulations reported on here,
we used Ed = 1 eV, Ea = 0.3 eV, which are typical barriers for Si. In
Section 3 we have fixed the flux at 1ML/s, varying the temperature
between 300 K and 700 K, and taking EES = 0. In Section 4, instead,
an ES barrier of 0.1 eV is included, the temperature T is maintained
fixed at 700 K and we vary the flux F.

The growth simulations are conducted up until a thickness of
1000 monolayers (ML); by this point, we find that the surface
has reached a stationary state, and can be characterized by con-
stant critical exponents. All of the computed exponents are ex-
tracted from the corresponding asymptotic behavior of the
height-height correlation function (Eq. (1)). Fig. 1 shows its log–
log behavior and how these exponents were extracted from the
plots.
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position r and time t, starting from a perfect vicinal substrate, the
height–height correlation function can be defined by:

Gðr; tÞ ¼ h½hðxþ r; tÞ & hðx; tÞ'2i;

here the upper bar denotes a spatial average and the angular brack-
ets denote a statistical ensemble-average. This form satisfies the dy-
namic scaling ansatz [3]:

Gðr; tÞ ¼ t2bgðr=nÞ; ð1Þ

where the scaling function gðuÞ ( u2a, for u) 1 and gðuÞ ( con-
stant, for u* 1. We consider the case of a (2+1)D surface where
n ( t1=z is the correlation length and z = ab is the dynamic exponent.

The important features of growing surfaces can usually be ana-
lyzed and described using microscopic rules, and indeed a number
of discrete models for growth phenomena have been proposed and
studied successfully using computer simulations. On the other
hand, evolution of a growing surface is often described in a
coarse-grained sense, using a continuum equation with additive
noise [3,4]. It is generally believed that there is a correspondence
between discrete growth models and continuous stochastic Lange-
vin equations. The most common way of establishing a link be-
tween them is to compare the values obtained for scaling
exponents. Another way is to derive the continuum height equa-
tion for a given discrete model analytically [5,6]. However, in order
to describe real (experimentally determined) morphology, numer-
ical discrete models must include atomistic effects, such as the
Ehrlich–Schwoebel (ES) barrier. Indeed, this later has been used
previously for explaining unstable growth in MBE, and its effect
is believed to be described by a non linear continuum growth
equation [13,14]. In this case, the main difficulty is to solve the
continuum equation analytically.

Often a growing surface develops a kinetic instability, or even
regular spontaneous structures which indicate that interface corre-
lations play an essential role in determining the final surface mor-
phology. Beyond numerical results, it is important to understand
the physical origin of these correlations. We believe that interface
structure is closely linked to the form and strength of the effects
responsible for the surface correlation. Following Villain’s demon-
stration of the non-equilibrium current [13] responsible for unsta-
ble growth (mounding instability), it is now common to describe
interface correlations using a non-linear term in the height equa-
tion along with an uncorrelated white noise term. In this report,
on the basis of results from a solid on solid (SOS) simulation model
of unstable growth on a vicinal surface (in the presence of a mean-
dering, or Bales–Zangwill instability [18]), we propose a phenom-
enological description of these correlations within a continuum
equation, but including space-time correlated noise. The main idea
in our approach is to include interface spatiotemporal correlations
in the noise term and interpret this as induced by the instability it-
self, and also by matter-transport. Recently, a space-time corre-
lated noise term was proposed by Pang et al. [2] to describe
‘‘super-roughening”, within a linear growth equation in (1 + 1)
dimensions. In the work described here, we use a form of this
noise, characterized by a correlation parameter /, to interpret
our numerical scaling exponents deduced from a (2 + 1)D grown
vicinal surface. Our motivation in this stems from the observation
that values of the scaling exponents reported in various experi-
ments are spread over a considerable range. We hypothesize that
one source of disagreement in values of the exponents could be
the correlated nature of the noise. The presence of correlations in
the noise can change the scaling exponents and produce a group
of continuously changing universality classes [3]. Although the ori-
gin of the correlations in noise is not understood, this phenomenon
has been successfully applied to explain many recent experiments
in related fields (Ref. [2] and references therein). Here we suggest

that unstable growth processes may be described using spatiotem-
porally correlated noise.

The outline of this paper is as follows. In Section 2, we present
the computational details of our kinetic Monte Carlo (kMC) simu-
lations. In Section 3, using scale invariance arguments, we first
analytically obtain the critical exponents of the generalized LDV
equation and then numerically simulate the interface morphology
to find the nature of the morphological features deriving from the
growth processes for roughening dominated by surface diffusion;
we also compare the kMC-derived critical exponents to theoretical
predictions. Then, in Section 4, we analyze roughening behavior
driven by anisotropic diffusion and propose a continuum equation
for step meandering and mounding instabilities. Finally, in Section
5, we summarize our results and main findings.

2. Computational details

Our kMC simulations are based on a standard solid-on-solid
(SOS) description of the growth of a simple cubic crystal. This
method has been used with success, and described extensively in
similar studies related to scaling and universality classes of self-or-
ganized patterns on unstable vicinal surfaces [20], and to kinetic
surface structuring during homoepitaxy of GaAs(110) [21,22].
Our SOS model assigns an integer height h(r), measured above
the average vicinal plane, to each point r on a square grid of dimen-
sions Lx + Ly. We use periodic boundary conditions in both direc-
tions. The simulations start with a stepped (vicinal) surface, with
mean separation L = Lx/N = 5, where N is the number of steps. We
used two sets of grids with dimensions (400 + 400) and
(800 + 800), measured in lattice unit cell lengths. The main micro-
scopic processes we have considered are the deposition flux (F) and
migration (in the presence of a barrier EX); desorption is not al-
lowed. The model takes also into account a possible diffusion
anisotropy in incorporating adatoms at step edges, due to the pres-
ence of an Ehrlich–Schwoebel barrier (EES); this is introduced in
Section 4 to model unstable growth. A typical value, for semi-con-
ductors, is (0.1 eV. Once on the substrate, atoms diffuse in the
presence of a hopping barrier of the form:

EX ¼ Ed þ nEa þ EES;

This hopping barrier is the sum of a term due to interaction with the
substrate Ed, a contribution due to interactions with each lateral
nearest neighbor adatom Ea, and an ES barrier EES; no preferential
diffusion along step edges is considered. Here n is the number of
nearest neighbor adatoms with which a diffusing atom interacts.
Our initial simulations showed that adatoms with four near neigh-
bors, i.e. those for which n = 4 are unlikely to diffuse (i.e. they hop
very rarely); for simplicity in the present simulations such atoms
are not allowed to move. The hopping frequency follows an Arrhe-
nius form with a rate: R = m0 exp(&EX/kBT), where m0 = 1013 Hz is a
typical adatom vibration frequency, T is the substrate temperature,
and kB is Boltzman’s constant. For the simulations reported on here,
we used Ed = 1 eV, Ea = 0.3 eV, which are typical barriers for Si. In
Section 3 we have fixed the flux at 1ML/s, varying the temperature
between 300 K and 700 K, and taking EES = 0. In Section 4, instead,
an ES barrier of 0.1 eV is included, the temperature T is maintained
fixed at 700 K and we vary the flux F.

The growth simulations are conducted up until a thickness of
1000 monolayers (ML); by this point, we find that the surface
has reached a stationary state, and can be characterized by con-
stant critical exponents. All of the computed exponents are ex-
tracted from the corresponding asymptotic behavior of the
height-height correlation function (Eq. (1)). Fig. 1 shows its log–
log behavior and how these exponents were extracted from the
plots.
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gives us the exponents observed in the simulations appears to be a
6th order linear equation, with correlated noise.

The SOS model considered in the present section includes, as in
the previous section, deposition, diffusion and aggregation, how-
ever in this case an Ehrlich–Schwoebel (ES) barrier is added at step
edges. In the calculations presented below we use a fixed temper-
ature of T = 700 K, and an ES barrier of EES = 0.1 eV; a barrier of this
magnitude is known to produce anisotropic surface diffusion of
adatoms, along the direction perpendicular to the step-edges, by
impeding their motion in the down-stairs direction. Our experi-
ence is that a considerably lower ES barrier, of 0.05 eV e.g., results
in an absence of deep grooves between meanders, and for still low-
er barriers we obtain only wandering steps with relatively small
bending. Fig. 5 shows snapshots of the surface morphology after
growth of 1000 ML for increasing values of flux: F = 1, 5, 20, 40
ML/s. Three features may be distinguished: at relatively low flux,
F = 1 ML/s, deep grooves develop characteristic of the meandering
instability induced by the effect of a strong ES barrier. At the high-
est deposition flux, hill-shaped structures become well established.
At intermediate fluxes, e.g. F = 5 ML/s, hillocks develop along the
meanders, likely affecting the crossover between the two extreme
structures. The mean meander (or hill) size determines the corre-
lation length n (shown in Fig. 1). This nano-structuring of the sur-
face induced by kinetic instabilities, is a form of kinetic faceting.
The scaling exponents determined in the kinetic roughness regime,
after deposition of 1000 ML, are reported in Table 5.

From Table 5 we can see that all scaling exponents decrease as
the flux increases, except the dynamic exponent z, which is instead
nearly constant, with z ! 6. The latter result is striking. Indeed, all
common growth equations including nonlinear terms, including
that by Khardar, Parisi and Zhang (KPZ) and the LDV equation, lead
to scaling relations involving a and z. Based upon these continuum
equations one might thus expect that if a varies, z should not stay
constant; this however is contrary to what we observe in our sim-
ulations with the ES effect. Indeed, a constant z is typical of linear
equations. We can compare this with predictions for Eq. (2), which
being linear, implies that while a is a function of the parameters q
and h setting the correlation range, z is instead a function only of n.
The former point is particularly interesting. Indeed, the meander-
ing instability induced by an ES barrier, has a diffusive origin
[18]. Kinetic roughness during growth occurs due to fluctuations

(noise) in the deposition flux, but we argue that in the case of
unstable growth, the noise is coupled with the unstable morphol-
ogy thanks to diffusive transport. We argue then that this coupling
gives rise to space-time correlations in the noise (Eq. (3)). Also, it is
apparent that in order to obtain a value of z = 6, the linear term in
the height equation must be proportional to the 6th order deriva-
tive of the surface height. This replaces the usual 4th order term,
which describes relaxation of the curvature through surface diffu-
sion. Moreover, as shown by Stewart and Goldenfeld and by Liu
and Metiu [19], strongly anisotropic and faceted surfaces will relax
precisely according to a 6th order derivative term. The physical
reason is that in this case the dynamics does not tend to minimize
the curvature, but instead variations of the curvature. In other
words, the driving force for surface relaxation is the energy of
boundaries between regions of the surface with different average
slope. Thus, we propose the following equation to describe anom-
alous multi-affine kinetic roughness of an unstable vicinal surface:

o
ot

hðx; y; tÞ ¼ mx
o6

ox6 hðx; y; tÞ þ my
o6

oy6 hðx; y; tÞ þ gðx; y; tÞ;

with < gðx; y; tÞ >¼ 0; ð21Þ

and

hgðx; y; tÞgðx0; y0; t0Þi ¼ Dððx& x0Þ2 þ ðy& y0Þ2Þð2q&1Þ=2jt & t0j2h&1:

ð22Þ

As noted above, the height–height correlation functions were
determined along the step-edge (perpendicular to the tilt direc-
tion). Anisotropy in Eq. (22) will result if the coefficients of the
two linear terms are not equal. An important point is that there
are no slope-dependent, surface current terms due to the ES barrier
explicitly appearing in Eq. (22); these effects are instead included
in the correlated noise term.

Then, we easily deduce: 0 6 q; h < 1=2, 0 6 / ¼ qþ 6 h < 5=2.
A vanishing correlation exponent,/ ¼ 0; corresponds to uncorre-
lated noise (white noise); at the opposite limit, / ¼ 5=2 corre-
sponds to maximum correlation. Indeed, our choice of the
continuum equation in the form of Eq. (22), verifies z=6, found in
kMC and our assumption that the noise is very likely correlated
to the instability. The scaling exponents as functions of the corre-
lation exponent /, read:

a ¼ /þ 5=2; z ¼ 6;b ¼ ð/þ 5=2Þ=6 and
j ¼ ð/þ 3=2Þ=6; where as before / ¼ 6hþ q; ð23Þ

For example, if / ¼ 2, we obtain:

a ¼ 9=2 ¼ 4:5; z ¼ 6; then b ¼ a=z ¼ 3=4 ¼ 0:75 and
j ¼ ða& 1Þ=z ¼ 7=12 ffi 0:58: ð24Þ

These latter values are to be compared quite well with those
from our simulations: ða; z; b;jÞ ¼ ð4:23;5:9;0:72;0:62Þ at a flux
of F = 1 ML/s and fixed temperature, T = 700 K. Since / appears as
a free parameter, we use the relation / ¼ a& 5=2, and plot b and
j versus a& 5=2. From Eq. (25) we obtain:

b ¼ ða& 5=2Þ=6þ 5=12; and j ¼ ða& 5=2Þ=6þ 1=4: ð25Þ

Fig. 5. Monte Carlo simulation images of the surface morphology evolution with
increasing deposition flux: F = 1, 5, 20, 40 ML/s. The initial surface is a vicinal
(800 ( 800) sites (in lattice unit) with terrace width L = 5 sites.

Table 5
Scaling exponents versus deposition flux expressed in (ML/s)

F (ML/s) 1 5 20 40

aloc 0.87 0.85 0.81 0.78
b 0.72 0.62 0.54 0.51
z 5.88 5.91 6.02 6.02
a = bz 4.23 3.65 3.25 3.07
j ) b & aloc/z 0.57 0.48 0.40 0.38
j 0.62 0.48 0.39 0.38
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Other Instabilities: Step Bunching

Fig. 1. Surface morphologies after growth of 1000 ML on a vicinal surface: (a) mJ "0! .4 (l"10), !
!
"1 ML/s, E

"
"0; (b) mJ "0! .4

(l"10), !
!
"1ML/s, E

"
"0.1 eV; (c) mJ "0! .2 (l"20), !

!
"0.1 ML/s, E

"
"1 eV (c). The surface pro"le at three depositions times is

plotted in panel (d), for the same parameters as in (c).

the surface, and to regard at the other component
as the precursor. The III}V molecule would then be
the growth unit, produced by encounters of group-
III and -V atoms. Assume for de"niteness that the
group-V component is in excess. In this case, the
rate of BPA transformation, "

!
, is proportional to

the (uniform) density of group-V atoms, "
!
"D

!
c
#
,

where c
#

"!
#
#
#
, and !

#
and #

#
are the impinge-

ment #ux and the average lifetime before desorp-
tion of the group-V element, respectively. Note that
the concept of chemisorbed molecular precursors is
not foreigner to MBE. It has been, for instance,
invoked in the case of GaAs grown on GaAs(1 1 0)
[19].
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• Surface current “up”: step meandering; 

• Surface current “down”: step bunching

Bunching and meandering cannot coexist
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Common wisdom is wrong
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Spontaneous structural pattern formation S3231

Figure 5. Topographic images of the Cu(0 2 24) surface after two subsequent step flow
growth sequences, first after deposition of ! = 10 ML at T ≈ 255 K (a), and subsequently
onto that meandered morphology another 10 ML at T ≈ 340 K (b). The incident flux is
F = 3 × 10−3 ML s−1; in (c) and (d) the order of sequences is reversed. The selected wavelength
locks into the value obtained for growth starting from the pristine surface in both cases. Dimensions
are 70 nm × 70 nm (a) and (b), 160 nm × 160 nm (c), and 100 nm × 100 nm (d).

Figure 6. ‘Zoom’ into the ledge configuration in the meandering instability regime on (a) Cu(0 2 24)
and (b) Cu(1 1 17). ! = 9 ML, F = 3 × 10−3 ML s−1, T = 245 K (a), and ! = 18 ML,
F = 5 × 10−3 ML s−1, T = 280 K (b). The size of the images is 40 nm × 40 nm.

(figure 5(a)) starting from the pristine surface and subsequently onto the meandered topography
at higher temperature (figure 5(b)), or vice versa (figures 5(c), (d)): the system always adapts to
those patterns that are observed for deposition on the pristine surface at that given temperature.

A close inspection of the meandered step geometry reveals (figures 6(a), (b)) that the ledge
configuration locks into the close-packed ⟨110⟩ directions in both cases,resulting in a ‘sawtooth
(triangular)’ appearance on Cu(0 2 24) and a ‘stacked (nearly rectangular)’ appearance on
Cu(1 1 17). Back-to-front symmetry [10] is observed only for Cu(0 2 24). In contrast, for

Spontaneous structural pattern formation S3233

Figure 8. Morphology within the bunching regime on (a) Cu(0 2 24) and (b) Cu(1 1 17).
! = 32 ML, F = 2 × 10−2 ML s−1, T = 450 K, (a), and ! = 20 ML, F = 2 × 10−2 ML s−1,
T = 450 K. The size is 330 nm × 330 nm for both images.

Activation energies for diffusion along straight steps are supposed to be often smaller with
respect to energies for diffusion along meandered, kinked steps. Therefore, the requirement
that the 1D nucleation length supersedes the ‘standard’ critical wavelength is commonly
fulfilled. Assuming an Arrhenius behaviour for the diffusion coefficient along a straight step,
we determine the activation energies and pre-exponential factors with equation (1) from our
experimental data to be E = 0.34±0.05 eV and D0 = 1.5×10−7 cm2 s−1 for diffusion along
a straight ⟨110⟩ step, and E = 0.53 ± 0.05 eV and D0 = 2 × 10−5 cm2 s−1 for the ⟨100⟩ step
edge. These values compare favourably with independently obtained ones [13].

If one accepts that this agreement is not fortuitous, we may speculate on the following
picture: the meandering instabilities generate a concerted modulation of advancing steps, the
wavelength of which is at variance with the ‘standard’ scenario, but invariably imposed by the
1D nucleation length on initially straight step edges. The shape of the ‘ripples’ evolves towards
a ledge configuration with close-packed ⟨110⟩ step orientations, and preserves these low
energy orientations during step advancement. Theories [7, 10, 11] reveal that the meandering
wavelength in fact equals the 1D nucleation length, when the meandering instability is induced
by the presence of a strong (comparable to the kink creation energy) 1D ES barrier, and
smoothing proceeds by the stochastic nature of nucleation, and not by mass transport along
step edges. So far, there is no direct evidence available for a strong 1D ES barrier in the class
of vicinal surfaces Cu(11n), n = 5, 9, 17. Moreover, as mentioned above, by symmetry, the
1D ES barrier cannot initiate unstable step flow on Cu(0 2 24), leaving the 2D ES barrier as the
source for the meandering instability on this surface with its open step orientation. Presumably
it initiates unstable step flow in Cu(11n) as well, because, at comparable incident fluxes and
surface temperatures, the observed growth instability on the singular Cu(0 0 1) surface [4] leads
to the formation of pyramid-like structures whose bases are oriented along the close-packed
⟨110⟩ directions, and not, as predicted [5], along the ⟨100⟩ directions if the 1D ES barrier were
operative.

3. The bunching instability

As reported above, on both surfaces a meandering instability develops during step flow at
around and below room temperature deposition. In contrast, and unexpectedly, we find [15]
that step flow at higher temperatures does not result in concerted step meandering, but in the
formation of large (001) terraces separated by curved, bunched regions of reduced inter-step
distance; see the STM topographs in figure 8. Step advancement during growth develops a

Spontaneous structural pattern formation S3235

Figure 10. 170 nm × 170 nm STM topographs of the Cu(119) surface after step flow growth in
the meandering (a), and in the bunching (b) regimes corresponding to HAS spectra (9a), (b) and
(9c), (d), respectively. (a) 15 ML deposited at T = 230 K, F = 10−2 ML s−1, and (b) 30 ML
deposited at T = 400 K, F = 10−2 ML s−1. Tunnelling parameters are 1 nA current and −0.4 V
sample bias.

Figure 11. Growth rate of the (001) facets on Cu(119) as a function of substrate temperature, from
the (001) diffraction peak (corrected for the Debye–Waller effect) recorded parallel to the step train
direction [1̄1̄0] during growth. The solid curve is a guide to the eye.

decomposed upon growth into bunches of reduced inter-step distance corresponding locally
to Cu(115) and (113) grids, separated by large (001) terraces. The continuing presence of the
satellite peaks along the average step direction [11̄0], figure 9(d), asserts that the morphology
has a ‘scaly’ aspect. The corresponding STM topographs are depicted in figures 10(a), (b).

HAS allows us as well to follow the development of the (001) facets with coverage (time)
at various deposition temperatures. For this purpose the diffraction peak associated with
scattering from the (001) facets has been recorded during step flow growth. The relative
proportion of (001) facets on the surface at first rapidly increases with coverage and then, after
deposition of 10–20 ML, a slow coarsening regime is reached with stationary size distribution
(stationary peak shape) but increasing mean facet size (decreasing peak width). A full account
of the time evolution will be given elsewhere [16]. Figure 11 shows the growth rate of the
(001) facets in the coarsening regime, which from ≈300 K increases sharply with temperature,
while it reduces at the highest deposition temperatures. A bell shape-like curve is thus obtained,
which cannot be cast into an Arrhenius-type behaviour.

As outlined in the introduction, meandering and bunching instabilities are a priori mutually
exclusive, contrary to our experimental finding. A detailed investigation of the transition
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Fig. 3. Surface morphologies after growth of 1000 ML at two deposition rates, on substrates with di!erent slopes, for an ES barrier
E
!
"1 eV. One can see mounding on a #at substrate (mJ "0, !

"
"10ML/s) (a), initial step bunching followed by mounding for mJ "0.2

and !
"
"1ML/s (b), fully developed step bunching with the beginning of a meandering (BZ) instability for mJ "0.4 and !

"
"1ML/s

(c), and BZ instability without bunching for mJ "0.8 and !
"
"10 ML/s (d).

step meandering, step bunching, and mounding.
The analytical results estimations are assembled
in Fig. 2 together with the results of our kMC
simulations. Indeed, triangles mark parameter
values where simulations show mound formation,
circles denote the formation of step bunches,
and diamonds indicate the step meandering (BZ)
instability.

Figs. 3a}d show four examples of surface mor-
phologies after deposition of 1000 layers when
the ES barrier for precursors is E

!
"1 eV, at the

points shown as closed symbols in Fig. 2. When the
surface slope ranges from mJ "0! (Fig. 3a) to mJ "0.8
(Fig. 3d) (i.e. from #at to l " 5), the surface
morphology changes from a mound pattern on the
#at surface (Fig. 3a, !

"
"10 ML/s) to the step
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4. Surface morphology of GaN epilayers

The ESB-induced adatom nucleation has a profound impact on
the surface morphology of growing layers, which can be classified
within three different categories namely hillock, step-meandering,
or step-bunching [13,14,24]. Hillock formation was first theoreti-
cally described by Villain [26,27]. It occurs in the 2D island
nucleation regime, i.e. on flat surfaces or when the off-axis crystal
misorientation is small (meaning relatively large steps). For
instance, this growth regime has been observed for germanium
homoepitaxially grown at low temperature [15]. In the case of
larger offcut angles, for which the nucleation mainly takes place at
the step-edges, step-meandering prevails. The surface morphology
is then characterized by valleys running perpendicularly to the
step-edges. See for example meandering in Cu [16] or Si [17]
growth. This specific growth instability develops in the presence of
an ESB at a step-edge, which is referred to as the step Ehrlich–
Schwöbel effect (SESE) [28], but also when the ESB is located at a
kink along the step-edge. In this case, it is referred to as kink
Ehrlich–Schwöbel effect (KESE) [13,14].

Due to the specific step-edge atomic bond configuration
imposed by the wurtzite structure, (0001) GaN surfaces exhibit
stable steps of two ML height [29]. Note that the role of the ESB
on macro steps (i.e. 4 ML or more) [30] will not be treated here.
Both hillock and step-meandering regimes occur in the case of
GaN. This is illustrated by AFM images of GaN homoepitaxial
layers in Fig. 3(a) and (b), for growth at 800 1C by NH3-MBE and
at 840 1C by MOVPE, respectively. For comparison, Fig. 3
(c) displays a typical AFM image of a GaN film deposited by
MOVPE under “standard” high temperature growth conditions
(1050 1C, H2 as carrier gas), for which step-flow mode takes
place. In order to verify the kinetic origin of these surface
morphologies, the samples were annealed at 1000 1C under
NH3 atmosphere. As expected all annealed samples display
regular staircase surface features similar to what is observed
in Fig. 3(c). KMC simulations carried out including ESB effects on
a hexagonal system are displayed in Fig. 3 as well: when
increasing the diffusion length, the surface is predicted to
evolve from hillocks to step-meandering (Fig. 3(d) and (e),

respectively). Step-flow-like surface is obtained when consider-
ing a very low (or no ESB) (Fig. 3(f)). These simulations are
in line with our experimental results and consistent with
previous KMC simulations developed for a cubic system [25].
This further confirms the kinetic origin of the different surface
morphologies.

As already mentioned, the surface morphology is governed by
Λ/L, and the growth temperature (Tgr) is the main parameter that
affects Λ. As an illustration, the surface morphologies of a GaN
homoepitaxial layers grown by NH3-MBE at three different tem-
peratures are displayed in Fig. 4: hillocks are observed for
Tgr¼800 1C (Fig. 4(a)) and step-meandering for Tgr¼865 1C
(Fig. 4(b)). The high decomposition rate of GaN at high tempera-
ture [31] requires a large NH3 overpressure, which rapidly
becomes incompatible with molecular beam requirements. Thus
we were limited to a temperature of 920 1C, for which the surface
gets smoother (Fig. 4(c)) but not as smooth as surfaces obtained
with MOVPE at Tgr41000 1C. When increasing Tgr over this range
of temperatures, the root mean square surface roughness for a
5"5 mm² area reduces from 6.1 to 1.1 nm.

These three different surface morphologies have also been
reproduced using PAMBE, for which it is well known that smooth
GaN surfaces can be obtained (Fig. 4(f)) under properly tuned
gallium-rich conditions [32]. On the other hand, when decreasing
the III/V ratio towards nitrogen-rich conditions, 3D hillock mor-
phology is often observed [33]. However, at higher growth
temperature and using the growth window described by Kobl-
mueller et al. [22,23], both hillock and step-meandering can form
under nitrogen-rich conditions, as illustrated in Fig. 4(d) and (e). In
these particular cases, a sample was grown at 790 1C, but with
different surface misorientations due to local variations of the
miscut angle of FS GaN substrate, which in turn induce various Λ/L
values, hence different growth modes.

5. Scaling of the surface morphology

First of all, it should be mentioned that an excess of endoge-
neous or exogeneous adatoms at the surface can induce a

Fig. 3. AFM images of GaN epilayers and corresponding KMC simulation images for (a) and (d) the hillock regime, (b) and (e) the step-meandering regime, (c) and (f) the
step-flow regime. The layer in (a) was grown by NH3-MBE at 800 1C. The layers in (b) and (c) were grown by MOVPE at 840 1C and 1050 1C, respectively.
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AFM images of sublimating Si(111) vicinal surface, 

miscut in the [11-2] direction by 0.3°, 


heated by step-down direct current for 4 min (a) and 12 min (b).
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Step meandering: The balance between the potential well and the Ehrlich –
Schwoebel barrier
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(Dated: November 20, 2024)

This study presents a comprehensive and innovative exploration of how the surface potential
energy landscape influences meander formation. Using the Vicinal Cellular Automaton model,
which distinguishes surface di↵usion from adatom incorporation into the crystal, the research delves
into various factors a↵ecting surface pattern dynamics. By isolating the di↵usion process within
a defined energy potential, the study provides a detailed analysis of how changes in the potential
energy well and the barrier at the top of the step contribute to meander formation. Remarkably,
the results reveal that the mere presence of a potential well at the step’s bottom is su�cient to
induce meandering. The role of the Ehrlich-Schwoebel barrier on already-formed meanders is further
investigated, and a mechanism for meander formation is proposed to clarify this process. The derived
relation accurately captures the meander length patterns observed in the simulations. Ultimately,
the findings demonstrate that the shape of the surface energy potential plays a pivotal role in
determining surface pattern formation.

I. INTRODUCTION

Surface morphology and its evolution during crystal
growth are crucial in the fabrication of electronic and
optoelectronic devices. Achieving control over surface
growth to obtain a desired surface pattern is a key goal.
However, this control is challenging due to surface insta-
bility, as even small energy barriers can have significant
e↵ects. One of the primary instabilities is step meander-
ing, a morphological instability driven by surface di↵u-
sion. Step meandering has been observed in experiments
[1–6] and explored theoretically in numerous studies [7–
12]. In general, previous studies have shown that me-
anders develop with a fixed wavelength and unbounded
amplitude during the growth process.

Understanding the mechanism behind step meander
formation is crucial from both theoretical and exper-
imental perspectives. It is well established that the
Ehrlich–Schwoebel (ES) barrier plays a significant role in
the formation of meanders during growth [13, 14]. The
ES barrier is an additional di↵usion barrier that adatoms
encounter when attempting to cross down steps. The
formation of step meandering, studied using the kinetic
Monte Carlo method, has been linked to the presence
of this barrier in the system, along with factors such as
temperature and particle flux [10], as well as nucleation
processes [11]. Additionally, the wavelength of meanders
has been found to depend on the strength of next-nearest-
neighbor interactions which influences the relationship
between wavelength and deposition rate [12]. The devel-
opment of meanders has also been investigated through
the analysis of a highly nonlinear evolution equation [15–
17], revealing that elastic step interactions induce lateral
coarsening. Moreover, in Ref. [18], the authors presented
an analysis that includes the ES barrier and demonstrates

⇤ galicka@ifpan.edu.pl

how the meander wavelength is related to e↵ective step
sti↵ness and adatom mobility, which are strongly influ-
enced by kink concentration. The correlation between
kinks and meander instability in the presence of the ES
barrier was further confirmed in Ref. [19].
The results obtained by Toru Akiyama and co-authors

based on ab-initio calculations [20–23] are of particular
significance for our analysis. They investigated the sta-
bility of the vicinal surface of GaN and AlN, as well as the
influence of step edges on the adsorption behavior of par-
ticles on such surfaces. Their calculations demonstrate
that particles di↵using on a vicinal surface experience
a varying surface potential depending on their position
on the surface. Notably, it has been demonstrated that
there is a potential well at the bottom of the step.
In this paper, we present studies on the formation of

meanders and propose an explanation for their forma-
tion in the absence of the Ehrlich – Schwoebel barrier.
Our approach is based on considering the surface from
the perspective of the potential at the surface and after-
ward examining the e↵ect of this potential on the surface
morphology. We further investigate the influence of the
presence of the Ehrlich – Schwoebel barrier on mean-
ders formation. The model used here is based on a new
approach to the previously introduced (2 + 1)D vicinal
Cellular Automaton (VicCA) model [24, 25]. Our find-
ings demonstrate that the ratio of adatom attachment at
the kink position to that at the step is a critical factor
in the formation of meanders at the surface, particularly
in the presence of a potential well at the bottom of the
step.

II. THE MODEL

Our model, a new approach to (2 + 1)D vicinal Cellu-
lar Automaton model, simulates the evolution of a crys-
tal surface and the di↵usion of adatoms on it. Previous
studies have explored this model in (1 + 1)D [27–32] and
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FIG. 1. Visualization of the potential well at the bottom of the step. View from a) the side, b) the top at an angle, c) the side
with the additional Ehrlich – Schwoebel barrier.

the well, ranging from 1 (the jump will occur) to 3 · 10�4

(the jump is less likely to occur). Factor �EV = 8.0
means that at temperature of about 700 K the energy is
0.48 eV. The results obtained after 106 VicCA simulation
time steps are presented in Figure 2 for selected values of
�EV : 0.0, 2.0, 3.5 and 6.0. Initially, the result concern-
ing the scenario without a potential well are presented
(Figure 2a). In this case, the final surface configuration
exhibits a regular step-like ordering. The introduction of
a potential well at the bottom of the step results in the
emergence of meanders with a wavelength � (Figure 2b).
An increase in the depth of the potential results in a re-
duction in the wavelength of the meanders, as illustrated
in Figures 2c and 2d. From a certain depth of the poten-
tial well (�EV ⇡ 5.5), the wavelength � does not decrease
with the further increasing of the depth of potential well.
This can be explained by the fact that the density of
particles at step does not increase any more even if po-
tential well is deeper. Additionally, it was verified that
the meanders wavelength does not depend on the system
size.

B. The Ehrlich – Schwoebel barrier

The formation of meanders is typically attributed to
the existence of an Ehrlich – Schwoebel barrier at the
top of the step. Consequently, we proceeded to assess
the influence of this barrier as a subsequent step of our
investigation. The ES height we examined within the
range of 0.0 to 8.5, which corresponds to energy in the
range of 0.0 eV to 0.51 eV, assuming a growth temper-
ature of around 700 K. Now the probability of jump
across the step and out of the well is in the range from
1 to 7 · 10�8. The results obtained for values equal to
�EES : 2.0, 4.0, 6.0 and 8.0 in the absence of the potential
well are presented in Figure 3. The introduction of the
Schwoebel barrier into the system also results in the for-
mation of meandering steps. However, the morphology of
these meanders di↵ers significantly from those observed
in the presence of the potential well. The wavelength
is considerably longer, and the curvature is significantly
smaller. Additionally, the formed canyons between me-
anders are observed to be deeper. As in the previous
case, increasing the height of the ES barrier leads to a

shortening of the wavelength.

C. Mutual correlation between the potential well
and the Ehrlich – Schwoebel barrier

The present study demonstrates that the mere pres-
ence of a potential well at the bottom of the step is suf-
ficient to cause the formation of meanders at the sur-
face. Additionally, it has been verified that the ES bar-
rier also results in meandering of the step, although the
final shape di↵ers. The following step involved an exam-
ination of the mutual correlation between the potential
well and the Ehrlich – Schwoebel barrier. The initial sur-
face potential is now of the form illustrated in Figure 1c.
As expected, the introduction of the Ehrlich – Schwoebel
barrier into a system containing an existing potential well
resulted in a significant modification of the final patterns,
with a notable intensification of the meanders, as illus-
trated in Figure 4. An increase in the height of the ES re-
sults in a reduction in wavelength, and simultaneously to
the formation of more meandering final structures. The
presence of the ES also induces meandering of steps for
the lower values of potential well. The additional bar-
rier causes the canyons formed between the meanders to
become deeper than without the barrier, but when �EV

is very large the canyons become shallower again. Addi-
tionally, as the depth of the potential well increases, the
final structures become less ordered resembling surface
roughening.
On the other side, meandered structure can also be

influenced by the di↵usion rate which in our model we
can control by adjusting the number of di↵usion jumps
nDS . So as a further step, we examined the dependence
of the meanders on the di↵usion rate and the obtained
results are shown in the Figure 5. A comparison of the
morphologies obtained for di↵erent values of nDS clearly
shows that increasing the di↵usion rate leads to an in-
crease in the wavelength of the meander.

D. Realistic potentials

To validate our model, we decided to use in the sim-
ulations the realistic surface potentials which simultane-
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a) b) c) d)

FIG. 2. Meanders obtained for c0 = 0.003, l0 = 5, nDS = 5 and a) �EV = 0.0, b) �EV = 2.0, c) �EV = 3.5, d) �EV = 6.0,
simulation time t = 2 · 106. System size 200 x 300.

a) b) c) d)

FIG. 3. Meanders obtained for c0 = 0.005, l0 = 5, nDS = 5, �EV = 0.0 and a) �EES = 2.0, b) �EES = 4.0, c) �EES = 6.0, d)
�EES = 8.0, simulation time t = 2 · 106. System size 200 x 300.

ously could be easily incorporated into our model. To
achieve this, we used the energy potential derived from
ab-initio calculations performed by T. Akiyama and co-
workers (Ref. [22]). It is, however, widely recognized that
the energies obtained through density functional theory
(DFT) calculations are considerably larger than their ac-
tual values. Accordingly, rather than employing the pre-
cise values of the energies, we applied the mutual relation
between the energies. In particular, our attention was di-
rected towards the most distinctive elements in potential
landscape, namely the potential wells and the Ehrlich -–
Schwoebel barrier, as observed in their calculations.

By adapting the aforementioned landscape to our
model, we were able to determine the relations between
the energy barriers, specifically how high the Ehrlich —
Schwoebel barrier is in comparison to the value of the po-
tential well. This procedure leads to the following depen-
dencies: �EES ⇡ 0.31�EV , �EES ⇡ 3.67�EV , �EES ⇡
0.27�EV and �EES ⇡ 1.67�EV . These values are taken
from Figures 3a, 3b, 4a, and 4b in Ref. [22], respectively.
Assuming a potential well depth of �EV = 2.0, the height
of the ES barrier is equal to �EES = 0.62, 7.32, 0.54 and
3.42, respectively. The resulting morphologies from our
simulations with these values are illustrated in Figure 6.
In experiments, during the epitaxial growth of GaN by
metal–organic vapor phase epitaxy (MOVPE), meanders
are observed at temperature 1150 K [6]. At this temper-

ature, assumed above value of the potential well corre-
sponds to the energy equal to 0.25 eV and values of the
Ehrlich – Schwoebel barrier to energies equal to 0.08 eV,
0.9 eV, 0.07 eV, 0.42 eV, respectively. It can be seen that
the presented results reproduce qualitatively the mean-
ders observed experimentally [1–6].

E. Wavelength diagram

Further, to analyze quantitatively the obtained me-
andered structures, we measure the wavelength of me-
anders by means of height-height correlation function
C(r) = C(ri � rj) = h[h(ri) � h(rj)]2i which describes
the average height di↵erence between any two points i
and j on the surface separated by distance r = ri � rj .
In addition, the correlation function can be calculated
along x and y axis separately, and in this study we are
interested in its calculation along y axis which is the di-
rection along steps in which the meanders develop. Thus,
in the case of a regular and ordered meander structure,
this correlation function exhibits oscillatory behavior, re-
peating itself regularly at a distance equal to the meander
wavelength. Such behavior we observe in our meandered
surface morphologies and their characteristic wavelength
is measured as the position of the first minimum of the
corresponding correlation function.
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When PdES becomes smaller and is of the order of PiES, formations at the surface are
closer to nanowires, as can be seen in Figure 5c, where the pattern obtained for PdES = 0.2
is shown. If these nanowires are compared to Figure 4, it can be seen that walls here are
not so smooth, and nanowire diameter decreases with its height. Note, however, that these
nanowires were created on setting the potential given in Figure 1c, not the one shown in
the inset of Figure 4. Particles are not trapped at the top of the wire, as they are in the
case of Figure 4. Nevertheless, without trapping, it was possible to build a structure with
nanowires; this means no droplet to initiate and control nanowire growth is needed here.
It should also be stressed here that we used low PdES, close to PiES, but not 0. It appears
that when PdES is lowered to 0, we obtain another type of structure. In this case, the whole
surface is covered by pyramids with similar shapes and sizes, as shown in Figure 5d. It is a
very characteristic 3D formation, quite often generated at the surface of growing crystals.
Such shapes change to classical meandered patterns shown in Figure 2 when the c0 is
lower, and the particles attach to steps before they stick together and nucleate. In addition,
this means that meanders are formed in the case of very slow growth, while 3D growth
in the form of pyramids will be present for a faster crystal growth process. It is worth
noting that all the above-mentioned orderings reflect the underlying symmetry of the
lattice. Therefore, the islands have square or rectangular shapes, and the formations shown
in Figure 5 are also squares. A hexagonal lattice as the base would convert these shapes to
triangles or hexagons.

In order to examine the possible surface structures more systematically, we have
scanned the system behavior as a function of PiES and PdES for one value of c0 = 0.02. PdES
and PiES were changed by 0.2, and as a result, in Figure 6, we can see a map of possible
orderings in this case. Let us note that a large part of this plot is covered by a regular
structure, which means that steps move evenly, with small fluctuations, forming perfect
crystal structures. Apart from the regular structure, we have all patterns mentioned above,
except meanders that would replace pyramids in this diagram for lower c0, which refers to
the lower particle flux, determining the crystal growth rate. The point (0,0) corresponding
to infinite direct and inverse barriers is very specific. It concerns the situation where the
particle cannot diffuse to the step, neither from the bottom nor from the top. The only
possibility is to land exactly at the step, and only then the particle can attach to it. Such
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relations (16.26) cannot be minimized with respect to the elastic displace-
ment, but can be minimized with respect to the shape, i.e. with respect to
plastic deformations. An example will be given in the next section. It turns
out that formulae (16.26) are often much more convenient than (16.18).
Examples will be given in the following section, in the appendices, and in
the problems.

The methods presented in sections 16.5 and 16.6 might be used to
determine the state of the bilayer of Fig. 16.3. One might postulate a
given strain us at the interface, deduce the effective external force acting
on the surface of both bodies, solve equations (16.10) in both solids,
calculate the total free energy by (16.26) and minimize it with respect to
us. We shall rather treat a simpler case, when one of the solids is infinite
in the direction perpendicular to the surface. Its average strain is then
zero if the external pressure is zero, and given by (16.17c) if there is a
non-vanishing pressure.

16.7 Solid adsorbate in epitaxy with a semi-infinite crystal
Figs. 15.2, 15.7 and 16.5 give examples of this important special case. The
adsorbate is forced to assume the lattice parameter a of the substrate,
while it would like to have the interatomic distance a — da. Such an
adsorbate is called 'coherent' or 'commensurate' or simply 'epitaxial' or
'in epitaxy'.

The z axis will be chosen perpendicular to the interface. The sample is
assumed to be confined in the volume defined by —L/2 < x < L/2 and
—L/2 < y < L/2, where the limit L = oo will be taken. The substrate
thickness is also assumed to be infinite.

If the surface of the adsorbate is flat, the strain is uniformly 0 in
the substrate because an adsorbate of finite thickness cannot deform a
substrate of infinite thickness. In the adsorbate, the strain (counted from
the free adsorbate) is exx = eyy = eo = da/a in the directions parallel to

(b)

0 Solid adsorbate

Solid substrate

Fig. 16.5. A crystal subject to a uniaxial stress produced mechanically (a) or by
an adsorbate (b).
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precisely, thicker than the wavelength of all the Fourier components of the
modulation function 5Z(x, y). Then, one should use the elastic constants
of the adsorbate in the response functions. This is true for instance if there
is a single Fourier component

5Z(x) = hcos(qx), (16.30)

and if the thickness of the adsorbate is larger than l/q. This case will be
addressed in the next section.

In the present section, continuum elasticity theory has been assumed to
hold. In reality, h cannot be smaller than a single atomic distance. It is
clear that continuum elasticity theory is not reliable in the vicinity of a
step, and this can be confirmed with the help of integral equations (Hu
1979). Thus, an additional requirement for the validity of (16.29b) is that
there are not too many steps. In the language of continuum elasticity,
this means that the slope of the surface is small everywhere, or that only
Fourier components of small wavevector q are present. Note that the strain
produced by a sinusoidal external stress of wavevector q is proportional
to q, as seen in appendix N. The quadratic terms in (16.27b) are therefore
proportional to q2 and negligible for small q.

To summarize this section, we have shown that, when an adsorbate
is coherent with the substrate and its surface is not planar, it is subject
to forces. The response to these forces can be approximately calculated
analytically in certain simple cases. On the other hand, these forces tend
to displace the atoms. Will this displacement smoothen the surface or
increase the modulation and therefore make the planar surface unstable?
The second possibility is the correct one as it will now be seen.

16.8 The Grinfeld instability

The last term of (16.27b) represents the effect of an external, anisotropic
stress (or force dipole density). In the present section, we wish to investigate
the consequences of such a stress on a dislocation-free solid. The stress
can be produced by a substrate (Fig. 16.5) (as in the preceding section)
or mechanically (Thiel et al. 1992). In contrast with the preceding section,
it will be assumed that only the xx stress component is different from 0
and equal to po- Since we shall not go beyond linear response theory, the
effect of a yy component, if present, can just be added.

If the external stress po is produced by a substrate, then it is given,
according to (16.29b), by

E E da

To understand the effect of a uniaxial external stress on a solid, it is
of interest to consider first the case of a liquid: if one squeezes a liquid

Misfit-induced strain:
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slab between two plates, the liquid flows and the slab becomes narrower.
The solid tries to do the same, i.e. atoms move and the device is unstable.
However, since atomic motion in a solid is very difficult, a lot of things
occur before the solid actually becomes narrower. In the dislocation-free
solid, the easiest atomic motion is surface diffusion. One can guess that
surface diffusion will lead to the formation of bubbles analogous to those
of Fig. 5.1, because the stress is at least partially released at the top of
the bubbles. Note that bubble formation in Stranski-Krastanov growth is
generally a result of interface free energies balance (wetting), while the
effect of interest here is elastic.

Considering bubbles would be too complicated, and we shall just make
a linear analysis of the stability of the planar surface, as was done in
chapter 10 in a different context (moving surface, and no elastic effects).

We are thus led to investigate the linear stability of the planar surface
with respect to the perturbation (16.30). That is, we want to see whether the
free energy variation due to (16.30) is positive or negative. The substrate
thickness will be assumed infinite, so that the average atomic distance
normal to z is fixed within complete layers. However, if some atomic
layers are not complete, they can expand or shrink. The atomic layers of
the adsorbate are happy to do so, since their lattice parameter thus gets
closer to its natural value. Therefore we can expect them to split through
a modulation of the surface (Fig. 16.5). This is the Grinfeld instability
(Asaro & Tiller 1972, Grinfeld 1986, 1993).

Simplified argument

A simplified calculation will first be presented, introducing an average
strain d e (with respect to the flat surface h — 0) instead of the complete
strain field. The free energy per unit area contains three contributions.

i) The capillary energy (due to chemical bonds which are broken when
forming the surface) is given in section 2.1 for a non-singular surface.
For the sake of simplicity, the surface stiffness a will be assumed
isotropic and thus equal to the surface tension a. It follows from equa-
tion (2.4) that the average capillary energy per unit area is increased
by the modulation by a quantity

dJ^cap/dj/ = ah2q2/2 .

ii) The energy gained due to the relaxation in the undulating region is
proportional to the height h of this region, to the average strain e, and
to the external stress po •

-hpO€ .

Capillarity (surface free energy)
curvature ∼ ∂2z/∂x2 → zqq2 ∼ hq2

16.8 lie Grinfeld instability 265

slab between two plates, the liquid flows and the slab becomes narrower.
The solid tries to do the same, i.e. atoms move and the device is unstable.
However, since atomic motion in a solid is very difficult, a lot of things
occur before the solid actually becomes narrower. In the dislocation-free
solid, the easiest atomic motion is surface diffusion. One can guess that
surface diffusion will lead to the formation of bubbles analogous to those
of Fig. 5.1, because the stress is at least partially released at the top of
the bubbles. Note that bubble formation in Stranski-Krastanov growth is
generally a result of interface free energies balance (wetting), while the
effect of interest here is elastic.

Considering bubbles would be too complicated, and we shall just make
a linear analysis of the stability of the planar surface, as was done in
chapter 10 in a different context (moving surface, and no elastic effects).

We are thus led to investigate the linear stability of the planar surface
with respect to the perturbation (16.30). That is, we want to see whether the
free energy variation due to (16.30) is positive or negative. The substrate
thickness will be assumed infinite, so that the average atomic distance
normal to z is fixed within complete layers. However, if some atomic
layers are not complete, they can expand or shrink. The atomic layers of
the adsorbate are happy to do so, since their lattice parameter thus gets
closer to its natural value. Therefore we can expect them to split through
a modulation of the surface (Fig. 16.5). This is the Grinfeld instability
(Asaro & Tiller 1972, Grinfeld 1986, 1993).

Simplified argument

A simplified calculation will first be presented, introducing an average
strain d e (with respect to the flat surface h — 0) instead of the complete
strain field. The free energy per unit area contains three contributions.

i) The capillary energy (due to chemical bonds which are broken when
forming the surface) is given in section 2.1 for a non-singular surface.
For the sake of simplicity, the surface stiffness a will be assumed
isotropic and thus equal to the surface tension a. It follows from equa-
tion (2.4) that the average capillary energy per unit area is increased
by the modulation by a quantity

dJ^cap/dj/ = ah2q2/2 .

ii) The energy gained due to the relaxation in the undulating region is
proportional to the height h of this region, to the average strain e, and
to the external stress po •

-hpO€ .

16.7 Solid adsorbate in epitaxy with a semi-infinite crystal 263

the situation of interest is when the surface is not a plane. The case of a
weakly undulating surface will now be investigated.

It will be assumed, and checked self-consistently at the end of the
calculation, that the integral in the first two (quadratic) terms of (16.27b)
can be replaced by an integral on z < Z, where z < Z is the average
height of the surface. Thus, the quadratic part of the free energy is that
of a harmonic solid limited by a plane.

The last (linear) term of (16.27b) may be interpreted as resulting from
a uniform density

dm^ = dmIl = _Eeo
dv dv 1 — £

of external forces moment inside the adsorbate. Assuming exx(x,y,z) and
eyy(x9y,z) to be continuous, the linear part of the free energy can be
rewritten as

— ^ - / _ d3r [exx(x, y, z) + eyy(x, y, z)\
l — C Jo<z<z

where SZ(x,y) = Z(x,y) — Z. The first term of the above expression can
be integrated once (exx can be integrated over x, and eyy over y) and gives
rise to an integral on the edge of the crystal. This integral is proportional
to L and negligible for large L (and for an infinitely thick substrate) with
respect to the second term, proportional to L2, namely

a = j ~ f dxdy [exx(x, y, 0) + eyy(x, y, 0)] 5Z(x, y). (16.29a)

Thus the free energy is that of a harmonic solid limited by the plane
z = Z and subject to a density of force dipoles per unit area acting in this
plane and equal to

* * * & * ! * * ! . (16.29b)
dS dS dS 1 — C a

The strain resulting from these forces can be calculated, and this is done
in appendices N and O. It is of the same order as bZ. When this response
is inserted into (16.27b), the quadratic terms are seen to be of higher order
and therefore negligible, consistently with the initial assumption.

In the above argument, we have assumed the elastic constants to be the
same in the substrate and the adsorbate. Of course, it is generally not so.
In formulae (16.27b) to (16.29b), the elastic constants E and £ are those
of the adsorbate. In the response functions, the substrate plays a part too,
and if the adsorbate is thin, they contain only the elastic constants E and
£ of the substrate. The simplest case is when the adsorbate is thick-more
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precisely, thicker than the wavelength of all the Fourier components of the
modulation function 5Z(x, y). Then, one should use the elastic constants
of the adsorbate in the response functions. This is true for instance if there
is a single Fourier component

5Z(x) = hcos(qx), (16.30)

and if the thickness of the adsorbate is larger than l/q. This case will be
addressed in the next section.

In the present section, continuum elasticity theory has been assumed to
hold. In reality, h cannot be smaller than a single atomic distance. It is
clear that continuum elasticity theory is not reliable in the vicinity of a
step, and this can be confirmed with the help of integral equations (Hu
1979). Thus, an additional requirement for the validity of (16.29b) is that
there are not too many steps. In the language of continuum elasticity,
this means that the slope of the surface is small everywhere, or that only
Fourier components of small wavevector q are present. Note that the strain
produced by a sinusoidal external stress of wavevector q is proportional
to q, as seen in appendix N. The quadratic terms in (16.27b) are therefore
proportional to q2 and negligible for small q.

To summarize this section, we have shown that, when an adsorbate
is coherent with the substrate and its surface is not planar, it is subject
to forces. The response to these forces can be approximately calculated
analytically in certain simple cases. On the other hand, these forces tend
to displace the atoms. Will this displacement smoothen the surface or
increase the modulation and therefore make the planar surface unstable?
The second possibility is the correct one as it will now be seen.

16.8 The Grinfeld instability

The last term of (16.27b) represents the effect of an external, anisotropic
stress (or force dipole density). In the present section, we wish to investigate
the consequences of such a stress on a dislocation-free solid. The stress
can be produced by a substrate (Fig. 16.5) (as in the preceding section)
or mechanically (Thiel et al. 1992). In contrast with the preceding section,
it will be assumed that only the xx stress component is different from 0
and equal to po- Since we shall not go beyond linear response theory, the
effect of a yy component, if present, can just be added.

If the external stress po is produced by a substrate, then it is given,
according to (16.29b), by

E E da

To understand the effect of a uniaxial external stress on a solid, it is
of interest to consider first the case of a liquid: if one squeezes a liquid

Relaxation, proportional to elastic 
energy and  to volume change 
dV = hd𝒜
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iii) This energy gain is partially compensated by the elastic energy paid
to the inhomogeneity of the strain. This energy is mainly concen-
trated below the undulating region. Its three-dimensional density is
proportional to e2 through an elastic constant C. In order to obtain
the energy per unit area in the xy plane, one should multiply by the
depth of the strained region. This depth is of order \/q. This is seen
in appendix N, but the reason is essentially that the solution of the
linear, partial derivative equation (16.6b) in a semi-infinite medium
has the form uo exp(iqx + qz), because this form allows compensation
of d2/dx2 = — q2 by d2/dz2 = q2. The elastic energy per unit area is
then

Ce2/(2q).

Minimizing the sum of contributions (ii) and (iii) with respect to e yields

e « hqpo/C

so that the variation of the total free energy per unit area resulting from
the modulation is the sum of the three contributions (i), (ii) and (iii),
namely

= oh2q2/2 - h2p% q/(2C).

If q is small enough, the positive term due to surface tension is unable to
compensate the negative term, so that increasing the modulation amplitude
h lowers the free energy. There is an instability.

Detailed calculation

From the above argument, the surface tension has been seen to be negligi-
ble at long wavelengths. Thus, it will first be neglected in the forthcoming
detailed calculation.

As seen in the preceding section, the adsorbed layer with its modulation
is equivalent to a surface density of force dipoles given by (16.29b) and
(16.30), namely

- ^ p = hpodaxd«y cos(qx), (16.31)

The interaction energy might be deduced from (15.3) or (15.4), but it
is simpler to calculate directly the elastic response to the sinusoidal field
(16.31), since this calculation is an intermediate step in the derivation of
(15.3) or (15.4) in appendix N. Formula (N.17) yields the variation of the
free energy due to the surface modulation (16.31) as

l ^ 2 \q\ . (16.32)

Elastic energy cost proportional to  
penetration length of the strain λ ≈ 1/q

1)

2)

3)

dV = hd𝒜



Minimizing 2 and 3 with respect to      yields:

The total free energy in the undulating film is the sum of 1), 2) and 3): 

ϵ
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l ^ 2 \q\ . (16.32)
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